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General Introduction 

I1. 2D and 3D imaging in dental and maxillofacial radiology 
 

The history of radiography in dentistry begins shortly after the discovery of x-rays by Prof. 

Wilhelm Roengten in 1895. The first dental radiograph ever was made by F. Otto Walkhoff, a 

dentist from Braunschweig, Germany, who obtained an image of his own crowns of the 

mandibular and maxillary teeth, just fourteen days after the announcement of the discovery of 

x-rays (Langland et al. 1995). In 1913 Dr. William Coolidge developed the first x-ray tube with a 

tungsten (W) anode and a few years later in 1920 he designed a small reproducible x-ray unit for 

dental radiography, considered to be the precursor of the modern dental x-ray modalities.  

Intraoral x-ray units (figure I1, upper and bottom left images) are the most common radiography 

modalities in dental clinics. The designation is due to the acquisition technique where the imaging 

system (film, phosphor or digital sensor) is placed inside the mouth cavity and a circular or 

rectangular collimated beam exposes the film from outside the head of the patient. Depending 

on the acquisition technique, an intraoral radiograph shows different aspects of the teeth. A 

bitewing exposure shows a tooth from its crown to the level of the supporting bone and allows 

dentists to detect interproximal decay, early periodontal disease, recurrent decay under 

restorations and the fit of metallic fillings or crowns. A periapical exposure shows the entire tooth 

from the crown to beyond the root and is performed to visualize the tooth and the surrounding 

bone in their entirety, hence being essentially important in endodontics and oral surgery. 

Occlusal views are obtained to examine the skeletal or pathologic anatomy of the entire floor of 

the mouth (mandibular view) or the palate (maxillary view).  

Extraoral x-ray imaging refers to two-dimensional (2D) panoramic and cephalometric radiographs 

where the detector is placed outside the head of the patient (figure I1, upper and bottom middle 

images). In panoramic units the paired x-ray tube – detector system rotates around the head 

while the x-rays are narrowly collimated to form a slit-shaped radiation beam which is directed 

to the dental arc at each projection of the rotation. The resulting 2D image displays the entire 

denture (upper and lower jaw) and enables dentists to examine both the emerged and the 

emerging teeth along with the jaw bones and any adjacent structure. A cephalometric radiograph 

is a lateral 2D image of the craniofacial region. It is mainly used for treatment planning purposes 

in surgery and in orthodontics. In most cases, panoramic and cephalometric modalities are 

combined in a single unit, making use of the same x-ray tube, yet different detector systems, 

being held with different arms. Once the radiographer specifies the acquisition mode, the x-ray 

tube aligns to either the panoramic or the cephalometric imaging system.  

Intraoral and extraoral radiographs suffer from tissue superpositioning issues as any other 2D 

imaging modality, hindering the accuracy of the diagnostic outcome. Advances in technology 

include 3D Computed Tomography (CT) scanners capable of reconstructing the scanned volume 

into multiple slices in axial, sagittal, coronal and even oblique planes. Dental and maxillofacial 

radiology and surgery exploited the advances in CT technology which contributed to precise 

diagnosis and to surgical treatment planning. In the early 2000s, the first dedicated dental Cone 

Beam CT (CBCT) scanners were introduced (Figure I1, upper and bottom right) as an emerging 

technology which is considered nowadays an indispensable imaging tool in endodontics, 

periodontics, orthodontics and implantology (Scarfe et al. 2006, De Vos et al. 2009, Miracle et al. 

2009a, Mah et al. 2010).  
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Figure I1. X-ray modalities in dental and maxillofacial radiology. Upper left image shows an 

intraoral unit (https://www.dentaltix.com/en/csn-industrie/max70hf-dc-intraoral-x-ray) and 
the respective radiograph (bottom left image). The upper middle image shows a panoramic 
2D modality (http://www.planmeca.com/na/Imaging/3D-imaging/Planmeca-ProMax-3D/) 

and the respective 2D image (bottom middle). The upper right image shows the geometry of 
a dental CBCT scanner (https://www.studiobsmiles.com/cone-beam-ct-3d-imaging.html) 

and the resulting 3D image dataset (bottom right) 

 

I2. Dental and maxillofacial Cone Beam Computed tomography 
 

The first clinical CT scanner was installed at the Atkinson – Morley Hospital in Wimbledon, UK, in 

1971 by EMI (Goldman 2007).  The undoubted clinical value created an enormous interest and 

CT technology has subsequently remarkably evolved over the years. However, the basic 

principles of CT imaging have never been changed. In a CT scanner the patient is laying on a table 

with the head on a supportive apparatus. A paired x-ray source – detector system rotates around 

the patient, exposing the scanning volume of interest from different angles, i.e. projections 

(Figure I2, A). The table either remains stationary during rotation and moves prior to a 

subsequent rotation which irradiates the adjacent volume (axial or sequential or step and shoot 

mode), or it continuously moves during the rotation of the x-ray source – detector until the entire 

volume of interest is imaged. The combined table translation and x-ray source – detector system 

rotation creates in this way a helical path of the system relative to the patient (helical or spiral 

mode). In both modes, the imaging system detects the x-rays which are traversing the scanning 

volume at each projection and a dedicated software resolves its attenuating properties. These 

physical quantities are saved as a stack of 2D images and represent the 3D anatomy. This 

mathematical process is called reconstruction.  
As the x-ray beam is always confined to the dimensions of the detector array, MDCT scanners 

use fan shapes due to the relatively small width along the longitudinal axis in comparison to the 

dimensions in the transaxial planes. The evolution in detector technology increased the number 

of CT detector rows and hence the number of slices that can be captured simultaneously in one 

rotation. CT scanning has seen the evolution from Single Slice CT (SSCT) scanners to Multidetector 

CT (MDCT). The first 16-slice scanner presented in 2002 (Flohr et al 2002a, 2002b) was employing 

such a broad detector that the radiation beam didn’t have a fan shape anymore but was a wide 

beam with cone beam characteristics. Since then, scanners capable of acquiring more than 16 

slices simultaneously per rotation have been considered as wide cone beam MDCT scanners. 

At about the same period in time, the first commercial CBCT scanners dedicated for dental and 

maxillofacial applications were introduced in the market. Their main difference over cone beam 

MDCTs was the implementation of large flat panel detectors (FPDs) (Figure I2, B), enabling them 
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to capture large scanning volumes in a single rotation of the x-ray source-detector system around 

the patient. In CBCTs, a conical beam is directed towards the patient at each projection. The 

beam width covers a relatively large volume along the longitudinal direction at each projection. 

However, the axial dimensions of the radiation field are rather limited to a restricted length 

which, in most cases, is smaller compared to the circumference of the head. As the system 

rotates around the patient, a cylindrical Field of View (FOV) around the geometrical centre of 

rotation is captured (Figure I3). The cylindrical FOVs are usually reported as the product of the 

diameter times the height of the scanned volume and expressed in cm² (diameter x height). 

Depending on the scanned volume, FOVs are categorized into small (for single tooth imaging), 

medium (for jaw, sinus, cleft and temporal bone imaging) and large (face and skull imaging). They 

can be reconstructed in small isotropic volume elements, i.e. voxels which give rise to fully 

isotropic images, i.e. of identical resolution in the 3D space, providing superior spatial resolution 

compared to anisotropic MDCT images. CBCT achieve this quality mainly due to the small physical 

dimensions of the FPD pixel elements (Scarfe et al. 2008, Yu et al. 2010). The large conical 

radiation fields and especially their large z-coverage allows x-ray scatter to be generated from 

the entire volume of the coverage resulting in a poor low contrast resolution which impedes the 

differentiation of soft tissues which are close in density. Furthermore, dental CBCTs are equipped 

with large Flat Panel Detectors (FPDs) which do not have septa or antiscatter grids to deal with 

increased scatter.  The scatter to primary ratio (SPR) is around 3 in large FOV CBCTs compared to 

up to 0.8 in cone beam MDCTs where the collimated x-ray beam is restricted to a thinner z-

coverage allowing scatter to be generated only from a small volume (Endo et al 2006, Miracle 

and Mukherji 2009b, Kim et al 2012). However, it is the ability of CBCTs to provide very sharp 

images of the high contrast structures in the head (bony structures) which made them popular 

in the dental and maxillofacial radiology society.  

 

 
Figure I2. SSCT/MDCT (A) and CBCT (B) 
acquisition geometry (Miracle and Mukherji 
2009b); the figure is for illustration purposes to 
show the conical shape of the beam and not the 
exact collimation; the real beam cross section in 
CBCT systems has a rectangular rather than a 
circular shape. 

 

 
Figure I3. Scanning volumes – FOVs 

in dental CBCT imaging 
(Puthenpurayil et al. 2015) 

 

 

 

I3. Patient radiation dose and risk concepts  
 

In medical x-ray examinations, millions of photons pass through the body and they are either 

attenuated, depositing their energy in several organs or tissues, or they cross the body and strike 

the detector, contributing to image formation. The absorbed energy per unit mass of an organ 

or tissue is called absorbed dose and is measured using the unit Gray (Gy) according to the 

International System of Units (SI). X-rays are ionizing, causing damage to the molecules in the 
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tissue, and in particular also to chromosomes and DNA. DNA repair mechanisms most often 

restore the damage, yet there is a possibility that a chromosome can be mutated and this may 

ultimately lead to cancer or other radiation induced damage. The lower the absorbed dose, the 

lower is the risk to develop a cancer. Due to the fact that there is no threshold dose above which 

a cancer would certainly develop, they are called stochastic. At high dose levels, it is that the so 

called deterministic effects will definitely develop, above a certain threshold dose level. Examples 

are skin erythema, necrosis or epilation, radiation induced cataract, sterility, nausea, radiation 

sickness, fetal effects. Dose levels in dental and maxillofacial radiology are very low, however, 

and should not give rise to these deterministic effects (Edwards and Lloyd 1998).  

The absorbed organ dose value (Gy) as such is not capable of quantifying the detriment and the 

radiation risk as it does not take into account the biological effectiveness of the radiation and the 

radiosensitivity of different organs or tissues. The detriment that a certain amount of absorbed 

dose may cause to a tissue depends on the type of radiation. Photons have a low linear energy 

transfer (LET) coefficient: in human tissue, they induce ionizations to atoms that are spaced far 

away from each other, compared to high LET neutrons or alpha particles. To express the relative 

biological effectiveness (RBE) of certain types of radiation, the International Commission on 

Radiological Protection (ICRP) assigned to each type of radiation a specific weighting factor (wR). 

For photons, this radiation strength weighting factor wR is equal to one (ICRP, 2003). The product 

of absorbed dose and radiation strength weighting factor (wR) gives rise to tissue equivalent dose, 

HT, the SI unit of which is called Sievert (Sv). For x-rays, absorbed dose and tissue equivalent dose 

are numerically equal since for photons wR is unity. Furthermore, biological aspects such as cell 

division rate, cell metabolic rate, cell nutrition and their differentiation in specialized and non-

specialized cells influence their radiosensitivity and hence they make some organs more tolerant 

to radiation compared to other ones. ICRP classified the organs in the body according to their 

radiosensitivity by assigning to each of them a tissue radiosensitivity weighting factor (wT) (ICRP 

2007) (table I1).  

 

Table I1. Tissue radiosensitivity weighting factors (wT) (ICRP 2007) 

 
 

To quantify the total detriment from an exposure to radiation, each tissue equivalent dose (HT) 

should be multiplied with the respective wT. The sum of the radiosensitivity-weighted tissue 

equivalent doses gives rise to the effective dose (E) which is also measured in Sv (equation I1): 

 

𝐸 =  ∑ 𝑤𝑇𝐻𝑇    (eq. I1) 

 

Despite the fact that E is a universally accepted term which has been used since its introduction 

by ICRP in 1970s, it exhibits several drawbacks which provoke criticism by the scientific 

community (Martin 2007, 2008, Brenner 2008). The tissue radiosensitivity weighting factors on 

which the calculation of E is based, represent a committee-determined subjective balance of 

different stochastic cancer endpoints, and change every decade or so, as different groups of 

experts that make up the committee may have different scientific views (ICRP 1977, 1991, 2007). 
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Most importantly, the weighting factors are considered to be age- and sex-averaged and hence, 

E is independent of gender and age at exposure while epidemiology data analysis reveals very 

different age-at-exposure dependencies for different cancer sites (National Research Council of 

the National Academies, 2006). Therefore, it must not be forgotten that E applies to a reference 

patient and provides an average estimation of risk between males and females over a population 

of all ages. It should intrinsically not be used for person specific dosimetry. 

To overcome the limitations of E, the National Research Council of Academies proposed the Life 

Attributable Risk (LAR) for more accurate risk estimations in the BEIR VII phase 2 report (National 

Research Council of the National Academies, 2006). The LAR is an organ-based radiation risk 

estimation. Epidemiology data has been extensively analyzed for males and females separately, 

for different ages at exposure and for different cancer sites for two different endpoints: cancer 

incidence and cancer mortality. For each gender, age at exposure and organ (cancer site), the 

number of cases per 100,000 persons for the two endpoints has been calculated for an organ 

dose of 0.1 Gy. The organ LAR is then calculated for a certain organ dose value. The whole body 

LAR is obtained by summing up the individual organ LARs. The LAR for all cancer sites apart from 

leukemia was based on the Linear-No-Threshold (LNT) hypothesis which assumes a linear no 

threshold relationship between radiation risk and radiation dose regardless of the level of 

exposure (Figure I4). However, based on epidemiology data, for each cancer site and for practical 

dose levels, described as ‘low’, a dose and dose rate effectiveness factor (DDREF) of 1.5 was 

introduced to adjust (reduce) the dose-risk relationship. Such a factor coverts the LNT model to 

a Linear-quadratic or biphasic model without essentially abandoning the LNT hypothesis 

(Calabrese and O’Connor 2014). For leukemia, a linear quadratic model was employed since such 

a curve fitted the data significantly better than the linear model.   

 

 
Figure I4. Models for extrapolating the radiation risk to low dose levels; (A) supralinear, (B) 
linear, (C) linear-quadratic, (D) hormesis (https://www.briangwilliams.us/nuclear-energy-
3/the-shape-of-the-doseresponse-curve-alternative-models.html) 

I4. Radiation dose in dental and maxillofacial radiology 
 

In most countries, intraoral and extraoral 2D dental exposures account for more than 30% of 

medical exposures, yet their contribution to the annual collective dose (population dose) from 

all x-ray procedures, is rather limited (Tanner et al 2000, Hart and Wall 2002, Hart et al 2002, 

Hart et al 2010, EC 2014). In intraoral and panoramic radiography, the radiation field is restricted 

to a very small region in the denture where most of the photons are absorbed by non-

radiosensitive structures. Furthermore, the radiosensitive organs which are exposed to scatter 

radiation have a low radiosensitivity weighting factor of about 0.01 (i.e. bone surface, skin, brain 

and salivary glands; oral mucosa, extra-thoracic tissue, muscles, lymph nodes belong to 
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remainder tissues, each having a wT of about 0.01). Furthermore, radiosensitive organs like 

oesophagus and thyroid gland which have a wT of 0.04 (table I1) receive negligible dose from 

scatter x-rays. The Red Bone Marrow (RBM) is the most sensitive, irradiated organ, yet the 

percentage of its total mass in the head and neck region is very small and therefore the absorbed 

dose (to its total mass) is very low. For intraoral systems the reported effective doses in literature 

are in the order of 1-5 µSv per exposure (Looe et al 2008, Ludlow et al 2008a, White and Pharoah 

2009, Granlund et al 2016) while cephalometric acquisitions deliver equivalent doses (Visser et 

al 2001, Gijbels et al 2004). For panoramic exposures, the reported effective doses range from 3 

to 75 µSv (Okano and Sur 2010, Lee et al 2013, Granlund et al 2016).   

The introduction of CBCTs in early 2000 gave a new perspective in dental and maxillofacial 

radiology. Being the only alternative solution for 3D imaging beyond MDCTs, CBCTs became an 

imaging tool with a widespread range of applications not only due to image quality reasons but 

also due to their low cost, small size, and limited medico-legal requirements (Pauwels et al 

2015a). CBCT imaging gradually replaced dental MDCT and 2D panoramic acquisitions without 

always presenting a sound evidence for the added value in terms of the diagnostic outcome for 

certain dental applications. Organization bodies and scientific groups have worked over the last 

years towards developing a justification frame and setting basic principles on the use of CBCTs in 

dental and maxillofacial radiology (Horner et al 2009, HPA 2010, SEDENTEXCT 2011, Jacobs 2011, 

2014, American Dental Association Council on Scientific Affairs 2012, European Commission 

2012). However, the extensive use of CBCTs has not been the only reason to raise concerns on 

radiation protection; The radiation dose is not insignificant.  

While the dose to a patient can be lower compared to dental MDCT exposures, it is 2-27 times 

higher compared to 2D panoramic acquisitions (Table I2). Besides, and as it can also be derived 

from table I2, there is an overlapping region in CBCT and MDCT doses. Advances in MDCT 

technology such as Tube Current Modulation (TCM), Iterative Reconstruction (IR), Adaptive 

Collimation and more sensitive detectors, have contributed to the establishment of low dose 

MDCT clinical protocols which provide good image quality datasets with very low doses, e.g. for 

implant and surgery planning (180 µSv, Loubele et al 2005) and temporal bone imaging (280 µSv, 

Stratis et al 2017a). A recent meta-analysis of published data showed that adult effective doses 

in dental CBCT imaging range from 5-622 µSv for small FOVs (7-521 µSv for children), 9-560 µSv 

for medium FOVs (13-769 µSv for children) and 46-1073 µSv for large FOVs (also 13-769 µSv for 

children) (Ludlow et al 2015). While the abovementioned figures show that doses can either 

reach intraoral and extraoral (low dose) or MDCT (high dose) levels, most remarkable is the 

reported range. Pauwels et al (2012a) have reported a 19-fold dose range for 14 CBCT models, 

Ludlow et al (2008b) a 16-fold range for 7 CBCT models and Rottke et al (2013) a 23-fold range 

for 10 CBCT models.  

Scanner-specific, radiographer-related and dosimetry-related parameters are responsible for this 

variability in doses. Scanners operate in different ways and with different exposure parameters. 

There are models which carry out full (360°) rotations while others fulfill half (180°) or even 

partial acquisitions. The x-ray beam shape is symmetrical in some models, i.e. the radiation field 

is equally split among the central x-ray, or asymmetrical, both in the sagittal/coronal and in the 

axial plane, in some others. The operating voltage ranges between 70-110 kV giving rise to the 

use of different energy spectra. Along with the voltage, it is also the filtration of the x-ray tube 

has an impact on the beam energy. Different filter combinations of Copper (Cu) and Aluminum 

(Al) have been applied by vendors and different filter shapes have been used; flat filters are 

mostly applied, yet beam-shaping / bow-tie filters are also employed, aiming to provide a uniform 

x-ray intensity all over the detector. TCM is another technical specification which aims to 

decrease doses. However, this is a high-end technical advancement which has not yet been 

greatly adopted by CBCT vendors. Radiographer – related parameters correspond to the options 

provided to personnel to carry out exposures. If these settings are either not optimized or not 

properly used, doses on good hardware systems could be much higher than needed. It must be 
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said that optimization of exposures, to adhere the ALARA principle (radiation doses As Low As 

Reasonably Achievable), is a complex procedure which requires indication-oriented and age-

specific adjustments of exposures based on image quality and dose assessment (Oenning et al 

2017). The wide range of doses witnesses that optimization in CBCT is in a very preliminary stage. 

Finally, dosimetry-related parameters may have an impact on the wide range of reported doses. 

There is a huge amount of organ dose and effective dose assessment studies in literature. 

However, most of them have been performed with Thermoluminescent dosimeters (TLDs) 

mounted into anthropomorphic phantoms. TLD dosimetry, however, exhibits several limitations 

in CBCT imaging. Most importantly, currently available anthropomorphic phantoms do not 

represent the realistic anatomy of a patient, since radiosensitive organs like salivary glands, oral 

mucosa, ET tissue, oesophagus, etc. are not present. The delineation of these tissues depends on 

the experience of the user in human anatomy and hence dose results become very subjective. 

Furthermore, the organ dose assessment is performed in a rather limited region of each organ, 

where the holes to mount the TLDs are found. In conjunction with the fact that CBCTs present 

steep dose gradient and axial inhomogeneity (Pauwels et al 2012b), the partial irradiation of a 

part of the TLDs which are supposed to account for the entire organ, makes the results 

questionable. Furthermore, all the tissues are given the same density and the bone structures 

are not realistic.  

Paediatric dosimetry, not only in dental CBCT imaging but also in medical exposures in general, 

is challenging. Apart from scanner-related factors which have an impact on radiation dose, the 

latter is also patient-dependent. In particular, organ dose is dependent on the fraction of the 

organ which is directly exposed to the primary radiation field; for a given FOV size, the larger the 

fraction, the higher the organ dose. While there is a limited variability in adult organ sizes and 

masses, with established reference values as a consequence, this is not the case for paediatric 

populations where organ sizes show a rapid increase with age (ICRP 2002). Furthermore, due to 

smaller physical size, radiosensitive organs in children, like brain and thyroid in case of dental 

CBCT acquisitions, are closer to the primary field and hence, they receive higher exposure from 

scatter x-rays. This is also related to a major limitation of CBCT scanners. To the best of our 

knowledge there is not any commercially available CBCT scanner with manual collimation. The 

FOVs are fixed in size, and therefore, the beam cannot be manually collimated to restrict the 

radiation field to a specific anatomical region, leading to patient overexposure. Besides, 

paediatric patients are at increased radiation risk due to the longer life expectancy and due to 

biological reasons such as cellular growth, associated with organ development, which makes 

organs much more radiosensitive. Therefore, paediatric populations cannot be represented by a 

reference anthropomorphic phantom which covers the entire paediatric age range, as is the case 

with adults. Dosimetric studies on paediatric dental CBCT dosimetry are rather limited 

(Theodorakou et al 2012, Al Najjar et al 2013, Pauwels et al 2014). All of them have been carried 

out with TLDs mounted on two 5- and 10- years old anthropomorphic phantoms or on adult 

phantoms with doses extrapolated to paediatric ages, and have pointed out the increased risk of 

children, and the need for more extensive paediatric dosimetry studies that will contribute to the 

optimization of exposures.  

 

Table I2. Doses as a multiple of the dose from a panoramic acquisition (Holroyd and Gulson 
2009) 

Examination 
Dose as a multiple of the dose from a typical 
panoramic exam 

Panoramic 1 
Small Field of View CBCT 2-27 
Large Field of View CBCT 3-45 
CT scan (dental program) 22-88 
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I5. Radiation dose metrics and dose monitoring 
 

Organ dose and radiation risk assessment requires either time-consuming measurements in very 

specialized physical human-like phantoms (TLD dosimetry) or special high-end software tools and 

voxel models, i.e. Monte Carlo (MC dosimetry).  For Quality Control (QC)- Quality Assurance (QA) 

assessment and dose monitoring purposes, neither of these two methods is appropriate. 

Alternatively, well established dose metrics which quantify the radiation output of an x-ray tube 

can be used for x-ray tube output monitoring; comparison and optimization purposes have been 

proposed.  

In CBCT imaging, the most popular dose metrics are the Dose Area Product (DAP) and the 

Computed Tomography Dose Index (CTDI). DAP (eq. I2) is given by the product of the air kerma 

in air at any distance from the x-ray tube multiplied by the area of the radiation field at the same 

distance. As the air kerma follows the Inverse Square Law, i.e. the output is inversely proportional 

to the square of the distance from the x-ray tube while the area is proportional to the square of 

the distance, the DAP remains constant any point from the source.  

 

𝐷𝐴𝑃 = 𝐷𝑜𝑠𝑒 (𝑚𝐺𝑦) 𝑥 𝑖𝑟𝑟𝑎𝑑𝑖𝑎𝑡𝑒𝑑 𝑎𝑟𝑒𝑎 (𝑐𝑚2)    (𝑒𝑞𝐼2) 

 

However, the use of DAP in CBCT imaging presents several practical limitations. Its assessment 

following the traditional methodology with a dosemeter (to measure the central air kerma) and 

a film to specify the irradiated field area is not applicable for scanners which employ bow-tie 

filters, because the measured DAP value is hugely overestimated. A square-shaped ion chamber 

(DAP meter) may also be used. In such case, the DAP meter must follow the rotation of the paired 

x-ray tube-detector system and shall be placed as close as possible to the tube such that the 

entire radiation field strikes the DAP meter. This requirement makes the verification of displayed 

DAP values by a medical physicist difficult if there is no access to the x-ray tube and the detector, 

e.g. systems having a MDCT structure where the tube and the detector are enclosed in a gantry. 

Finally, the DAP cannot give an answer to dose comparisons requests against MDCT exposures.  

The Computed Tomography Dose Index (CTDI) was first introduced by Shope et al (1981). It aimed 

to quantify the total dose accumulated by a cylindrical phantom from a single rotation of a fan 

shaped X-ray CT beam. The introduction of the 10 cm long pencil ion chamber (IC) some years 

later enabled the measurement of CTDI, as its active volume could encompass the primary and 

the scattered radiation from a narrow, fan-shaped CT beam. CTDI became a standard method for 

measuring and comparing the radiation output, initially for single-slice CT scanner technology on 

which the technique was developed and later for MDCT. For state-of-the-art cone beam MDCT 

scanners and for CBCTs, the use of CTDI gets problematic, since the beam width can be much 

larger compared to the active volume of the pencil-like ion chamber (10cm) which is routinely 

used for dose assessment is CT imaging. To this end, the International Electrotechnical 

Commission (IEC) and the International Atomic Energy Agency (IAEA) have proposed a new 

methodology which will be discussed in Chapter 3, to account for the large beam widths and the 

long scatter tails of the x-ray beams, especially when phantom measurements are to be obtained 

(IEC 2010, IAEA 2011).  

The SEDENTEXCT consortium has suggested a CTDI-like two tier approach for CBCT dose 

estimation (SEDENTEXCT 2011, Pauwels et al 2012b). The method requires a special Polymethyl 

Methacrylate (PMMA) phantom for dose measurements and a point dose farmer-type ion 

chamber. The PMMA phantom shall provide measuring points along the axis of the phantom and 

in the periphery. For central acquisitions, i.e. for those where the centre of the head coincides 

with the centre of rotation, they suggest weighted CTDI (CTDIw)-like index, with the only 

difference being the equal weighting (1/2) between the dose at the centre and the average dose 
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in the periphery of the phantom. For off-center acquisitions, i.e. where the center of rotation, 

and hence the center of the FOV, does not coincide with the center of the head (as is the case in 

most small and medium FOV protocols), they suggest to re-position the phantom from the center 

accordingly, to measure the dose in several points along the front-back axis, and to take a simple 

average of the measured dose values. The method may simulate clinical cases, yet has not been 

validated against the average dose in the scan plane and requires dedicated equipment which is 

not readily available in a radiology medical physics department. Finally, the American Association 

of Physicists in Medicine (AAPM) has proposed the central cumulative dose at the centre of the 

beam profile, f(0), as a candidate dose metric for MDCT systems and for protocols without any 

table translation ( AAPM 111 report) (2010). The method requires dose assessment with a 

farmer-type ion chamber positioned at the midline of a very long (at least 40 cm) PMMA 

phantom. Although the method may be valid for MDCT stationary acquisitions, e.g. perfusion 

scans, the dental CBCTs present several specifications which question the applicability. CBCTs 

present complex in-plane (off-set scans, discussed later in chapter 1) and longitudinal (divergent) 

radiation fields which differ a lot from the rectangular and symmetrical MDCT radiation field 

profiles. Furthermore, the acquisitions are not always associated with full rotations like in MDCTs. 

Finally, a 40 cm long phantom, apart from not being commercially available, is also difficult to 

physically position in a CBCT scanner with a panoramic-like orientation.  

 

I6. Monte Carlo simulations and voxel phantoms 
 

MC simulation is a statistical sampling technique that has been successfully applied to a vast 

number of scientific problems (Eckhardt 1987) and relies on repetitive random sampling of 

probability distributions (Fishman 1995). In medical physics, the MC technique is most popular 

in simulating radiation transport of particles in matter (Andreo 1991, Rogers 2006). When a 

certain particle penetrates matter, it undergoes multiple interactions by which energy is 

transferred to matter, and secondary particles are generated. The secondary particles give rise 

to extra interactions and this procedure goes on until secondary particles deposit all their energy 

in the medium or until they get out of the medium. In MC simulations, the history of the initial 

particle and of the cascade of secondary particles is tracked.  

In a MC context, each particle, either the primary or any secondary, is initially considered to move 

freely inside a medium until an interaction event takes place where the particle loses energy, 

changes direction and produces new secondary particles. To simulate the history of the primary 

particle and its cascade, the interaction model shall be defined; this is a set of equations, 

described by the so-called Differential Cross Sections (DCS) for each different type of interaction 

of a particle in a medium. The DCSs determine the Probability Distribution Functions (PDFs) of 

random variables which characterize the path, i.e. the free path between successive events, the 

type of interaction that takes place and the energy loss and angular deflection in a particular 

interaction event. Once the PDFs have been defined, histories of primary particles are generated 

randomly and both these and their secondary particles are tracked until all particles are absorbed 

or leave the geometry of interest (Kawrakow et al 2009, Salvat 2015).  

A full MC simulation consists of four different, yet interrelated parts: (1) the cross section data 

for all the processes being considered in the simulation, (2) the algorithms used for the particle 

transport, (3) the methods used to specify the geometry of the problem and to determine the 

physical quantities of interest, and (4) the analysis of the information obtained during the 

simulation (Rogers and Bielajew 1990). MC codes have been in development for over half a 

century and their newest versions are nowadays used in several applications in diagnostic 

radiology, nuclear medicine and radiotherapy, e.g. EGSnrc (Kawrakow et al 2009), MCNP (Brown 

2003), GEANT (Agostinelli et al 2003) and PENELOPE (Salvat et al 2003). The use of MC techniques 
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has vastly increased due to the complexity of radiation transport in matter which makes analytic 

solutions intractable, and the rapid increase in speed and decrease in cost of data processing. 

To carry out dosimetry studies via MC, apart from the physics which determines the transport of 

radiation, software models that mimic patient anatomy are required. During recent years, 

computational phantoms evolved from a stylized form, based on quadratic mathematical 

equations, to designs of organs in the body and more anatomically realistic voxel models, due to 

the availability of more powerful computers and tomographic imaging. These phantoms, being 

compatible to most Monte Carlo transport codes, have been extensively used in several dose 

studies; from internal and external experimental particle dosimetry in health physics to dose 

studies in medical imaging, nuclear medicine and radiotherapy.  

The first mathematical-stylized phantoms were reported in the 1960s (Fisher and Snyder 1966, 

Fisher and Snyder 1967). They developed computational anthropomorphic phantoms using 

shapes such as elliptical cylinders and cones to mimic different regions of the body; only the head 

and neck, the trunk including the arms and the legs were defined. The stylized phantoms evolved 

over the years to more realistic ones that were adopted by International bodies for dosimetric 

purposes, e.g. the hermaphrodite MIRD-5 phantom (Snyder et al 1969, ICRP 1975) (figure I5). The 

MIRD-5 phantom was later advanced to a pair of gender-specific models known as the ADAM 

and EVA (Kramer et al 1982), was scaled down to paediatric ones (Cristy and Eckerman 1987) and 

was used as a reference for the development of several others (Chen et al 2004, Park et al 2006, 

Hirata et al 2008, Kim et al 2010). 

  

 
 

Figure I5. The evolution in computational phantoms; right image: external views of age-
specific phantoms (Cristy and Eckerman 1987) 

 

Despite the fact that dose assessment with those phantoms provided reasonable estimates, 

more sophisticated phantoms that could more accurately model individual organs in the body 

were required for more accurate dose calculations. The advent of tomographic imaging gave rise 

to the so-called voxel models. Based on 3D image datasets, each organ in the body is segmented 

either on a slice-by-slice basis or by thresholding the grey values of the tomographic images to a 

certain range which corresponds to specific tissues. As the resolution of the 3D imaging 

technology was evolving so the resulting voxel models were also advancing. Since early 1980s 

until today, a large number of voxel models have been developed based on Computed 

Tomography (CT), Magnetic Resonance (MRI) imaging and/or cross sectional photographic 

imaging (Bozkurt et al 2000, Xu et al 2010, 2014). Xu et al (2014) reported a total number of 84 

voxel models in 2014. International bodies adopted the new technology, presenting a pair of 

reference, adult, gender-specific voxel models in 2009 (ICRP 2009) (Figure I6). The term voxel 
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phantoms results from the finest picture element in the 3D tomographic data, i.e. a volume pixel 

(voxel), based on which the phantom is designed.  

 

  
Figure I6. ICRP adult reference male (left) and female (right) voxel models and their internal 
structure. 

 

Modern Computed Aided Design (CAD) software systems have resulted in more advanced hybrid 

phantoms where the voxel model can be tuned to specific situations while preserving its realism 

such as to smooth the internal structure and the contour of the organs. Non Uniform Rational 

Basis Spline NURBS hybrid phantoms are such an example where the voxel phantom anatomy is 

exported as a polygon mesh in which the organs are represented by triangular surfaces. These 

phantoms can be more flexible, yet they are not compatible with most MC simulation 

frameworks which require a voxel phantom format.  

 

I7. Thesis objectives and structure 
 

This research project focuses on paediatric dosimetry in dental and maxillofacial CBCT imaging 

via MC simulations. The project aims to fill the gaps of the current research on paediatric dose 

assessment by developing dedicated software solutions that conventional dosimetry with 

anthropomorphic phantoms and TLDs fails to provide. This is accomplished by employing a 

Monte Carlo (MC) framework and the work-out of a unique database of paediatric voxel models. 

Advanced technical specifications only since recently available on some dental CBCT systems, like 

bow-tie filtration and tube current modulation (TCM), are investigated towards their impact on 

paediatric dosimetry. A thorough age and gender-specific simulation study is performed to assess 

organ doses and the associated radiation-induced risk for the most frequently applied clinical 

protocols. Radiation risk is quantified via E and the age and gender dependent LAR. Finally, the 

use of CTDI-based metrics in CBCT imaging are investigated and protocol, age and gender specific 

conversion factors from CTDI to Effective dose and LAR are proposed. The study is divided into 

four chapters. 

 

Chapter 1 presents the customization, calibration and validation of the MC dosimetry platform. 

It is based on a hybrid simulation framework which had been developed in KU Leuven and has 
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been extensively used for dosimetric studies in 3D imaging (Zhang et al 2011, 2013a, Lopez-

Rendon et al 2014, 2017a, Woussen et al 2016). The simulation code has been modified and 

further advanced into a flexible dose simulation tool, which can be easily customized and 

adjusted to different scanner models. The motivation to modify the code was mainly to overcome 

the limitation of getting information regarding the shape and the composition of the added bow-

tie filtration which many vendors employ in their systems and which they consider proprietary 

data. The entire chain from MC customization (i.e. implementation of technical and geometric 

specifications) to calibration (i.e. production of MC dose to absolute dose conversion factors) and 

validation (i.e. test of the reliability of the MC tool) for five different models is presented. Chapter 

1 investigates also the impact of different filter compositions and shapes and the influence of 

TCM on the dose. The work has been presented in the following papers and presentations: 

 

Stratis A, Zhang G, Lopez-Rendon X, Jacobs R, Bogaerts R, Bosmans H. 2016a Customization of a 

Monte Carlo dosimetry tool for dental Cone Beam CT systems. Radiat Prot Dosim 169 (1-4): 378-

385  

Stratis A, Zhang G, Jacobs R, Bogaerts R and Bosmans H. Should Dental CBCT Devices be Equipped 

with Cu-filters? A Monte Carlo Organ Dose Comparison Study (Radiological Society of North 

America, RSNA 2015, oral presentation) 

Stratis A., Zhang G., Awouters J., Jacobs R., Bogaerts R., Bosmans H. Patient – specific organ dose 

assessment in a dental cone beam CT scanner with tube current modulation, (European Congress 

of Radiology, ECR 2016, DOI link: (http://dx.doi.org/10.1594/ecr2016/C-1145) 

Stratis A., Zhang G., Awouters J., Jacobs R., Bogaerts R., Bosmans H. Does rotational tube current 

modulation have a significant impact on organ doses in dental CBCT to impose its implementation 

in dose calculating software tools? (Radiological Society of North America, RSNA 2016, oral 

presentation) 

Stratis A., Zhang G., Jacobs R, Bogaerts R, Bosmans H. Preprogrammed Tube Current Modulation 

vs Attenuation-based Tube Current Modulation vs fixed current acquisitions: which technique 

delivers the lowest doses in dental CBCT scanners? Radiological Society of North America, RSNA 

2017, poster presentation 

Paper to be submitted: Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H, ‘The influence of 

Tube Current Modulation on organ doses in dental and maxillofacial CBCT imaging: Theoretical 

and clinical Tube Current Modulation Schemes’  

 

Chapter 2 presents the development of a database consisting of seventeen paediatric male and 

female head voxel models from 3 to 14 years old. It describes the entire voxelization procedure; 

from the selection of the 3D image datasets from the Picture Archiving and Communicating 

System (PACS) of the hospital (Universiteit Ziekenhuis Leuven, UZ Leuven, BE) to the formation 

of the appropriate MC-oriented text file. Only full head MDCT acquisitions, from the crown of the 

head up to at least the C5 spinal segment were retrieved. Image datasets with severe artefacts 

that could hinder organ segmentation were rejected, along with those datasets of patients with 

severe trauma injuries. The work also describes the procedure of adjusting organ masses to 

reference values (ICRP 2002, 2009) such that each specific model can be considered a reference 

for the associated age and gender category. Each model consists of twenty-two organs, 

segmented in a manual or semi-automatic way. This chapter also deals with a software-technical 

correction which has been employed to all voxel models of the database. Voxel phantoms are 

most frequently based on MDCT image data sets and they preserve patient MDCT acquisition 

geometry; in case of head voxel models, the head support which MDCT scanners are equipped 

with, introduces an inclination to the head and hence to the head voxel model. In dental Cone 

Beam CT (CBCT) imaging, patients are always positioned in such a way that the Frankfort line is 

horizontal, implying that there is no head inclination. A procedure to adjust the orientation is 

https://rsna2015.rsna.org/program/index.cfm
https://rsna2015.rsna.org/program/index.cfm
http://dx.doi.org/10.1594/ecr2016/C-1145
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proposed and a study to investigate the impact of head inclination on organ doses in dental CBCT 

is carried out. The work has been presented in the following papers and presentations: 

 

Stratis A., Zhang G., Jacobs R, Bogaerts R, Bosmans H. 2016b Rotating and translating 

anthropomorphic head voxel models to establish an horizontal Frankfort plane for dental 

CBCT Monte Carlo simulations: a dose comparison study. Phys Med Biol. 61(24): N681-N696.  

Stratis A., Touyz N, Zhang G., Jacobs R, Bogaerts R, Bosmans H and DIMITRA project partners 

2017b  Br J Radiol. 90 (1078):20170051. doi: 10.1259/bjr.20170051. Epub 2017 Jul 27  

Touyz N, Stratis A, Zhang G, Jacobs R, Bogaerts R, Bosmans H 2016 Creation of a Paediatric Head 

Voxel Model Database for Dosimetric Applications (1st European Congress of Medical Physics, 

ECMP 2016, O165, oral presentation) 

Chapter 3 presents an extensive dose assessment study which involves more than 1000 

simulations. Each of the seventeen voxel models has been applied to each scanner-specific MC 

framework and organ doses have been calculated for different clinical cases, i.e. single tooth 

imaging (central upper and lower incisor, upper and lower premolar), upper-lower jaw, lower 

jaw, cleft palate, maxillofacial complex, sinus, face and skull imaging. For the NewTom 5G, organ 

doses were also calculated for unilateral and bilateral temporal bone imaging. A statistical 

analysis was carried out to investigate the dose – age relationship for every different clinical case. 

The radiation induced risk was calculated both via E and incidence LAR. To simplify LAR estimate, 

a software tool requiring gender, age-at-exposure and organ dose as an input was developed. 

The current study aims to provide a roadmap towards clinical, patient-based protocol 

optimization. Chapter 3 has been presented in the following papers and presentations: 

 

Stratis A, Zhang G, Lopez-Rendon X, Politis C, Hermans R, Jacobs R et al 2017a Two examples of 

indication specific radiation dose calculations in dental CBCT and Multidetector CBCT scanners 

Phys Med 41 71-77 

EzEldeen M, Stratis A, Coucke W, Codari M and Jacobs R 2017 As Low Dose As Sufficient Quality: 

Optimization of Cone-Beam Computed Tomography Scanning Protocol for Tooth 

Autotransplantation Planning and Follow-up in Children J Endod 43 (2) 210-7  

Oenning AC, Jacobs R, Pauwels R, Stratis A, Hedesiu M, Salmon B 2017 Cone-Beam CT in 

paediatric dentistry: DIMITRA project position statement Pediatr Radiol 48 (3) 308-316 

Marcu M, Hedesiu M, Salmon B, Pauwels R, Stratis A, Oenning ACC et al 2018 Estimation of the 

radiation dose for pediatric CBCT indications: a prospective study on Promax 3D  

Int J Paediatr Dent (accepted for publication), doi: 10.1111/ipd.12355 

Stratis A., Zhang G., Jacobs R., Bogaerts R. Bosmans, ‘A clinical-based, age and gender –oriented, 

multiscanner dose assessment study in dental and maxillofacial CBCT imaging’ (in preparation) 

Stratis A., EzEldeen M, Zhang G., Jacobs R, Bogaerts R, Bosmans H. A Monte Carlo dosimetry 

comparison study of two different paediatric protocols for teeth autotranspantation planning 

and follow up. Radiological Society of North America, RSNA 2015, oral presentation   

Stratis A., Zhang G., Jacobs R., Bogaerts R. Bosmans H. A Monte Carlo study on the effect of the 

orbital bone to the radiation dose delivered to the eye lens. Proc. SPIE 9412, Medical Imaging 

2015: Physics of Medical Imaging, 941231 (18 March 2015); doi: 

http://proceedings.spiedigitallibrary.org/proceedings.aspx?articleid=2210185  

Stratis A., Lopez-Rendon X., Zhang G., Jacobs R, Bogaerts R, Bosmans H. Organ dose and 

radiation risk assessment for orthognathic patients in large FOV dental CBCT and head MSCT 

imaging. Radiological Society of North America, RSNA 2016, oral presentation   

Stratis A., Zhang G., Jacobs R, Bogaerts R, Politis C, Shaheen E, Bosmans H. Head CBCT vs Head 

MSCT imaging; comparing organ doses and radiation risks for a cohort of orthognathic patients. 

1st European Congress of Medical Physics, ECMP 2016, oral presentation 

Stratis A., Zhang G., EzEldeen M.,  Jacobs R, Bogaerts R, Bosmans H and the Dimitra consortium. 

Age-dependent organ dose calculations in dental CBCT imaging for a cohort of cleft palate 

https://www.ncbi.nlm.nih.gov/pubmed/?term=frankfort+plane+Monte+Carlo


20 

 

patients. European Congress of Dentomaxillofacial Radiology, June 2016, Cardiff, WAL, poster 

presentation 

Stratis A., Zhang G., Jacobs R., Bogaerts R. Bosmans H. Patient specific paediatric dose assessment 

in dental Cone Beam Computed Tomography via Monte Carlo calculations. PiDRL, European 

Diagnostic Reference Levels for Paediatric Imaging, 2015, Oral presentation 

A Stratis, G Zhang, R Jacobs, R Bogaerts and H Bosmans, Customization of a Monte Carlo 

dosimetry tool for dental Cone Beam CT systems. Optimisation in X-ray and Molecular Imaging 

2015, Fourth Malmö Conference on Medical Imaging, 2015, oral presentation 

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H. The influence of the orbital bone density 

on the eye-lens dose in dental CBCT, European Congress of Radiology, European Society of 

Radiology (ECR), Vienna, Austria, oral presentation, (SS 7 13), B-0680 (Best on site scientific 

presentation, Physics in Radiology, Innovations in CT   technology).  

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H. Patient-specific approach of CBCT imaging 

in children: custom-made Monte Carlo simulations, 2nd EADMFR junior meeting, 2015, oral 

presentation 

 

Chapter 4 investigates the role and relevance of CTDI-based metrics in dental and maxillofacial 

scanners. It examines whether the unique technical and geometric specifications like large beam 

widths along the longitudinal axis, restricted – small in-plane axial FOVs, offset-asymmetrical 

beam shapes, and partial and half rotations have an impact on the applicability of CTDI. 

Considering that CTDI is an established method for conventional MDCT scanners where the x-ray 

tube-detector rotation is accompanied by table translation (either in a simultaneous (helical) or 

in a step-and-shoot (axial) mode), it discusses the applicability and the connotation of such a 

metric in stationary systems like CBCTs. All the existing IEC- proposed CTDI versions were tested 

against the total accumulated dose (infinite CTDI), to investigate which one preserves a constant 

measuring efficiency over the entire range of beam widths. It further explores the axial dose 

distributions in a standard head PMMA phantom to study whether the average dose in the scan 

region can be retrieved from CTDI measurements and whether the weighting 1/3 and 2/3 factors 

in the weighted CTDI formula (for central and periphery dose measurements respectively) are 

still relevant. In conjunction with organ dose and radiation risk assessment study in chapter 3, 

CTDI to effective dose and LAR conversion factors are suggested along with a roadmap for 

assessing CTDI to organ dose conversion factors. Chapter 4 was presented in the following papers 

and presentations:  

 

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H The relevance and role of CTDI-based 

metrics for dental Cone Beam CT scanners: a Monte Carlo investigation (to be submitted) 

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H. Employing CTDI to dental CBCT scanners 

– A Monte Carlo study, “Belgian Hospital Physicist Association”, Annual meeting, 2016, oral 

presentation 
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CHAPTER 1 

Monte Carlo simulation framework for dental Cone 

Beam Computed Tomography 
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1.1 Introduction 
 

There are two ways to estimate the radiation induced risk from medical exposures: to apply 

conversion factors to dose metrics, e.g. DAP or CTDI to effective dose conversion factors created 

from organ dose estimates for a generic patient, or to directly measure or estimate organ doses 

and quantify a total body risk (E or LAR). While universal conversion factors have not yet been 

reported for dental CBCT equipment and a commonly accepted dose metric has not yet been 

proposed by the scientific community, the organ-based risk estimation is always a robust 

methodology. The conventional way of assessing doses via TLDs and anthropomorphic phantoms 

has already been discussed. Alternatively, MC dosimetry is a software approach, involving the 

simulation of particles and their interaction with matter. 

In a previous study, a hybrid MC framework, developed in our group, capable of simulating the 

entire dental CBCT imaging chain from x-ray production to image formation, was described 

(Zhang et al 2011, 2013a). The framework was built in EGSnrc code and was employing the phase 

space concept; the x-ray tube was explicitly simulated in full detail and the output was saved in 

phase space data files which can then be applied subsequently to simulate specific radiation 

fields (Kawrakow et al 2009, Rogers et al 2011). To accurately simulate the x-ray source and the 

filtration of the x-ray tube without having access to manufacturer proprietary data, we modified 

the MC framework and adapted the code to start from equivalent source models (ESM) which 

characterize the output and the filtration of the source based on real measurements (Turner et 

al 2009). Customization refers to the production of scanner and protocol-specific simulation 

frameworks which account for the technical and geometric specifications of each system; the 

energy spectrum and the total x-ray tube filtration along the radiation field, the in-plane and 

longitudinal beam shape, the rotation angle and the beam-on and beam-off angles, the 

acquisition geometry (symmetrical or offset), the collimation at each FOV and the 

implementation of TCM. In a next step, a calibration procedure is needed to relate the MC 

calculated doses which are normally provided in µGy per number of simulation histories 

(µGy/#hist) to absolute dose values (µGy or µGy/mAs). Finally, the MC scanner-specific 

frameworks were validated against real measurements to test their reliability for dosimetric 

studies. The aim of the study was to customize the code for five different scanner models, i.e. for 

Promax 3D Max (Planmeca, FI), Accuitomo 170 (Morita, JP), CS 9300 (Carestream, USA), NewTom 

5G (QR S.R.L, IT) and NewTom VGi-evo (QR S.R.L, IT).  With these customized frameworks, five 

more studies were then conducted and are presented in this chapter. The first two studies 

investigated the influence of x-ray tube filter material composition and the impact of bow-tie 

filtration on doses. Three more studies were conducted to test the effect of TCM on doses. Apart 

from drawing conclusions about the influence of such dose reduction systems (TCM) on dose, 

the studies aimed to investigate the necessity to include TCM curves in MC framework for 

accurate dose assessment.  

 

1.2 Methods and Materials 

1.2.1  Monte Carlo framework customization 
 

The MC framework was developed in EGSnrc code and has three individual components: source 

modelling, angular projection modelling and dose tracking. The x-ray source modelling is based 

on the equivalent source model concept (ESM); this method has been introduced to obviate the 

need for obtaining proprietary data which are required for the accurate simulation of the x-ray 

tube. The ESM includes the energy spectrum of the x-ray beam and weighting factors which 

reflect the attenuation of the x-rays when they cross the filter from different paths. As the 

operating voltage (kVp) is the only practically changeable exposure parameter which may 

influence the energy spectrum (the inherent and added filtration are fixed), ESMs were produced 
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for each scanner but only for those specific kVp energies which the clinical protocols are 

performed with. A calibrated farmer ion chamber (IC) (FC65-G, SN:1698, IBA Dosimetry, 

Schwarzenbruck, Germany) was used to measure the Half Value Layer (HVL) at the operating 

voltage of each scanner. Subsequently, a dedicated Matlab (version 7.12.0.635, R2011a, 

MathWorks Inc) software tool, SPEKTR (Siewerdsen et al 2004), which generates energy spectra 

for user-specified filter combinations, was used. Through an iterative procedure where the 

measured HVL was checked against SPEKTR provided HVL values for different filter combinations, 

the energy spectrum of each scanner, and hence of each ESM, was the one that resulted from 

the best HVL match. Air kerma measurements along the anode-cathode axis of each scanner 

were also carried out to assess total x-ray tube filtration along the radiation field. All the 

measurements were performed in service mode with the x-ray tube – detector system held in a 

fixed position. For these filtration-related air kerma measurements, the IC was positioned as 

close as possible to the detector to increase the distance along the anode-cathode axis which 

corresponds to two different filter points – x-ray path lengths (figure 1.1). The ratio of the air 

kerma at each point to that at the central point provides the extra attenuation of the filter. For 

each x-ray energy of the polychromatic spectrum (in 1 keV steps), the attenuation is defined at 

each different ray-path and inserted into the code in terms of weighting factors allocated in 

dedicated look up tables. This method has been employed for both bowtie and non-bowtie 

filtrations.  

   

 

Figure 1.1 The IC is positioned against the detector and air 
kerma measurements corresponding to different path lengths 
through the bow-tie filter are obtained 

Each ESM is part of the corresponding scanner-specific input file. The input files also incorporate 

the geometric specifications of each system which are required for accurate projection 

modelling: the source-to-axis of rotation distance (SAD), the size of the field of view (FOV), the x-

ray tube angular intervals, the x-ray beam shape, the total rotation angle and the Beam-ON and 

Beam-OFF angles. The input files also consider whether the acquisition geometry is symmetrical 

or offset. In a symmetrical acquisition geometry, the centre of the in-plane (axial) radiation field 

strikes the centre of the detector (Figure 1.2 left image). In an asymmetrical geometry, the 

detector is offset positioned with respect to the radiation field (figure 1.2 right image) and at 

each projection only half of the FOV is scanned. Normally, offset techniques are carried out under 

full rotation acquisitions such that the entire FOV is irradiated during the rotation, allowing to 

properly reconstruct the images. In the context of the MC framework, the offset geometry is 

defined by the lower bounds of the radiation with respect to the centre of rotation.  
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Figure 1.2 left: Planmeca Promax 3D Max employs a symmetrical beam and a 210° 
rotation (except for the largest FOV). There is also a change in the SAD according to 

the diameter of the FOV. Right: Newtom 5G employs an offset beam and a full 
rotation (except for the smallest FOVs) 

 

Finally, for scanners equipped with tube current modulation (TCM) systems, the input file 

contains the features of the (patient-specific) TCM curve. A TCM scheme is implemented to the 

code in terms of projection-specific weighting factors to the dose integral and are specified by 

the ratio of the mA value at each simulated projection to the average mA value over the entire 

scan.  

The dose tracking part is performed with a history-by-history statistical estimator; each simulated 

particle is tracked until it exits the geometry of interest or reaches the predefined cut-off 

energies, set at 10 keV for photons and 520 keV for electrons (9 keV of kinetic energy). The 

particle transport simulation is carried out with spin effects, electron impact ionization, bound 

Compton scattering, radiative Compton corrections, atomic relaxations and Rayleigh scattering 

all turned on. NRC Bremsstrahlung cross sections and the XCOM photon cross sections were 

employed. Target simulation uncertainty on the dose is set to 99.7% confidence intervals 

(Sempau et al 2001, Walters et al 2012).  

Table 1.1 illustrates the technical specifications of each scanner that participated in the study. 

 

Table 1.1 Technical specifications of dental CBCT scanners in the study 

Scanner 
Operating 
voltage 
(kV) 

Bowtie 
filter 

Rotation 
angle (°) 

TCM 
Cu 
filter 

Offset 
acquisition 

Promax 3D Max 
(Planmeca, FI) 

96 (1) No 210/360 (3) No Yes No (5) 

Accuitomo 170 
(Morita, JP) 

90 (1) Yes 180/360 (4) No No No 

CS 9300  
(Carestream, USA) 

70-90 (2) Yes 200/360 (3) No Yes No 

NewTom 5G  
(QR S.R.L, IT) 

110 No 360 Yes No Yes 

NewTom VGi-evo  
(QR S.R.L, IT) 

110 No 360 Yes No Yes 

(1) The operating voltage can be altered by the user, yet the preset clinical protocols are 
carried out with the tube voltages indicated in the table. (2) Depending on the FOV, the 
operation mode and the size of the patient, the voltage varies from 70-90 kV. (3) In Promax 
3D Max, for every clinical FOV apart from the largest one for skull imaging (23x16 cm² and 
23x26 cm²) the scanner employs a partial rotation (210°); for skull protocols the rotation 
is 360°. In CS9300, the rotation angle is 200° apart from the largest 17x13 cm² FOV. (4) 
Accuitomo 170 provides half and full rotation options for every FOV, yet only FOVs with 
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360° are applied in the clinic. (5) For every clinical FOV, apart from the largest one for skull 
imaging (23x16 cm² and 23x26 cm²), the in-plane radiation field is symmetrical. 
 

 

1.2.2 Monte Carlo framework calibration 
 

In MC simulations the calculated dose value is always proportional to the number of simulation 

histories. To get absolute dose values, the MC framework has to be calibrated, i.e. to get a 

conversion factors that relate the simulated dose values (µGy/# hist.) to real dose values 

(µGy/mAs). To this end, each different protocol-FOV for each scanner had to undergo a 

calibration procedure which was carried out in three steps. For each different FOV, the farmer-

type IC was positioned at the SAD, with the active volume being parallel to the center of rotation 

and with the center of the active volume coinciding with the center of the FOV. An exposure was 

made and the normalized to mAs air kerma 𝐾𝑎𝑖𝑟,𝑚𝑒𝑎𝑠. was estimated (µGy/mAs). The farmer-type 

IC had been recently calibrated such that the measured current from the ionization of the air in 

the active volume of the IC provided the dose at a point in the air.   

A voxel model (figure 1.3) of the active volume was designed and the exact acquisition geometry 

of each protocol and FOV, was modelled. The active volume, although not necessary, was 

explicitly simulated, to reduce the simulation time; The graphite cap increases the photon fluence 

in the air volume of the IC and reduces the number of simulated histories required to provide an 

acceptable simulation uncertainty. Simulations were performed at 1° angular projection steps 

with 1*109 histories per projection. The simulated air kerma, 𝐾𝑎𝑖𝑟,𝑠𝑖𝑚.  was assessed and 

normalized to the total number of histories (µGy/# hist.).  

Protocol-specific calibration factors were obtained from the ratio of the measured to simulated 

air kerma (equation 1.1). The resulting calibration factors are provided in units of (histories/mAs).  

 

 
Figure 1.3  Cross section of the active volume of the farmer IC voxel 
model 

 

𝑓𝑀𝐶 =  
𝐾𝑎𝑖𝑟,𝑚𝑒𝑎𝑠.

𝐾𝑎𝑖𝑟,𝑠𝑖𝑚.
 [

ℎ𝑖𝑠𝑡𝑜𝑟𝑖𝑒𝑠

𝑚𝐴𝑠
]  (1.1) 

 

Table 1.2 Calibrated protocol FOVs at each scanner 

Scanner FOV (cm²) (diameter x height) 

Promax 3D Max (Planmeca, FI) 
4.2x4.8, 5x5.5, 8.5x4.8, 8.5x7.5, 8.5x11, 10x5.5, 10x9, 
10x13, 11x5, 11x7.5, 11x11, 11x13, 13x5.5, 13x9, 13x13, 
13x16, 23x16, 23x26  

Accuitomo 170 (Morita, JP) 4x4, 6x6, 8x8, 10x5, 10x10, 14x5, 14x10, 17x12 

CS 9300 (Carestream, USA) 5x5, 8x8, 10x5, 10x10, 17x6, 17x11, 17x13.5  
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NewTom 5G (QR S.R.L, IT) 6x6, 8x8, 12x8, 15x5, 15x12, 18x16 

NewTom VGi-evo (QR S.R.L, IT) 
5x5, 8x5, 8x8, 10x5, 10x10, 12x8, 15x5, 15x12, 16x16, 
24x19 

 

1.2.3 Validation 
 

This section deals with the reliability of the MC code for dose assessment studies. The MC 

framework was validated against dose measurements performed in a water phantom, in a PMMA 

phantom in case of NewTom 5G and against TLD measurements in a pediatric anthropomorphic 

phantom to test its performance when the beam passes through inhomogeneous media.  

 

1.2.3.1 Validation in water and PMMA phantoms 
 

To validate the framework for Promax 3D Max, Accuitomo 170 and CS 9300, a cylindrical hollow 

phantom, 15.2 cm in diameter and 25 cm high with 0.3 cm PMMA wall thickness was filled with 

water. For every protocol FOV of each scanner (table 1.2) the water proof IC which had also been 

used in the calibration procedure, was positioned at seven different locations in the scanned 

volume. Figure 1.4a demonstrates the different positions of the IC in the case of a 10x9 cm² 

protocol in Promax 3D Max (positions A-G). An exposure was made for each different IC position 

and a set of seven dose-in-water measurements, normalized to mAs, were determined for each 

FOV (in mGy/mAs). As the water phantom does not have fixed positions for dose measurements 

(as it is the case in PMMA phantoms), the exact coordinates of the IC were derived from the 

images after exposure. A voxel model of the water phantom was designed and the water voxels 

which lay in the same positions (A-G) were specified for each different case. The MC dose at each 

position was obtained from the dose to these water voxels (mGy/#hist.) and converted to 

mGy/mAs after applying the calibration factor of the corresponding protocol.  

In NewTom 5G the hollow water phantom was not applicable due to the CT-like-orientation of 

the scanner (patient lying on a table). The most reliable method for validating the code was via 

CTDI measurements. The adjusted version of CTDIw to deal with large beam widths, 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 

(IEC, 2009), where dose is divided by the minimum value of the typical pencil IC (10cm) and the 

beam width, was applied. 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 was measured for each different protocol with a pencil IC 

(DCT10, RTI Electronics, Molndal, SE) in a standard head CTDI phantom. CTDI-based metrics are 

further discussed in chapter 4. The IC was subsequently voxelized along with the CTDI phantom 

(figure 1.4b and 1.4c) to reproduce the exact geometry and calculate the MC-based CTDI values.  

To validate the framework for NewTom VGi-evo which uses a TCM technique, a cylindrical 

phantom with an elliptical cross section was designed (figure 1.4d), 3D printed and filled with 

water, in order to force the generator of the scanner to induce the current modulation. The 

farmer-type IC was placed again at seven different positions (A-G) within the scanned volume 

and the same validation approach that was followed for every scanner, except for NewTom 5G, 

was implemented. 
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Figure 1.4 a. IC positions in the water phantom, b. cross section of the pencil IC voxel model, c. 
cross section of the standard head CTDI phantom, c. hollow phantom for validating a system 
with TCM 

In all cases, simulations were carried out with 20*106 histories per projection at 1° angular 

interval steps. The validity of the framework for each different case was tested as the percent 

difference (%∆) between the MC-calculated and the measured dose values. Considering the 

measured values as reference ones, the percent difference was calculated based on equation 

1.2. 

 

% ∆ = (𝐷𝑜𝑠𝑒𝑠𝑖𝑚. − 𝐷𝑜𝑠𝑒𝑚𝑒𝑎𝑠.)/ 𝐷𝑜𝑠𝑒𝑚𝑒𝑎𝑠. (1.2) 

 

1.2.3.2 Validation in anthropomorphic phantoms. 
 

The water and the PMMA phantoms are homogeneous and the x-rays do not pass through 

different materials. To check the MC framework in a more clinically relevant situation, it was 

tested against TLD measurements in an anthropomorphic model. To this end, an 

anthropomorphic 5 years old pediatric phantom (ATOM 705, CIRS, USA) was employed.  

The phantom is sectioned in 25 mm slices along the longitudinal axis providing optimized TLD 

locations specific to 22 inner organs. For the purpose of the study only the head and neck region 

was used. The phantom was initially scanned in a MDCT scanner to get the image dataset that 

would enable its voxelization. The TLDs (TLD-100 chips, LiF:Mg,Ti) (Harshaw Thermo Fisher 

Scientific Inc, Waltham, USA) were calibrated using a 90Sr source, that had been calibrated using 

an ionization chamber with a calibration factor traceable to a Secondary Standard Dosimetry 

Laboratory (SSDL, Gent, Belgium). The total uncertainty associated with the TLDs was 8% (1SD). 

A TLD selection process was performed by exposing them repeatedly under identical exposure 

parameters in a conventional x-ray tube and by discarding those exhibiting a read-out value 

varying more than 3%.  TLDs were loaded in specific locations, namely holes for estimating the 

dose to the brain, the thyroid and the cranium in the Promax 3D Max for a cleft (10 x 5 cm²) and 

for an upper/lower jaw (10 x 9 cm²) protocol (both at 96kV, 75.6 mAs) and in the NewTom VGi-

evo for a standard resolution 8x8 cm² Upper/Lower Jaw protocol (110kV, 17.4 mAs with TCM). 

We also calculated the dose to the eyes by positioning TLDs on the exterior surface of the 

phantom. A couple of unexposed TLDs was used to estimate the background dose. The read out 

was performed by a Harshaw 6600 reader, 24 hours after exposure. The doses to the above-

mentioned organs were calculated as the average value of the TLDs in the corresponding organ-

specific locations.  Subsequently, a voxel model of the ATOM phantom was designed and MC 

simulations were carried out with 20*106 histories per projection at 1° angular interval steps.  

The doses to all the holes were determined and the MC-based organ doses were obtained. The 

% ∆ was also used (equation 1.2) to assess the reliability of the code. Figure 1.5 shows the exterior 

of the ATOM 5 anthropomorphic phantom, one of its cross sections in the head region and the 

voxelized counterpart.  
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Figure 1.5 The exterior of the ATOM 5 phantom (left), a cross section in the head region 
(middle) and its voxelized counterpart 

 

1.3 Results 
 

Two types of dose meters were used in the study; the farmer (IBA Dosimetry, Schwarzenbruck, 

DE) and the pencil IC (RTI Electronics, Molndal, SE). IBA provides an uncertainty of 2.5% for air 

kerma measurements, and 4.6% for dose in water measurements, while the uncertainty of the 

pencil IC is 3% both for CTDI in air and in PMMA measurements according to RTI. All the above-

mentioned uncertainty values correspond to a 95% confidence interval. The simulation statistical 

uncertainty which is determined by the number of transported histories per projection, has been 

obtained using k=3, denoting a confidence interval of 99.7%. For a number of 109 histories per 

projection in calibration simulations, the Coefficient of Variance (% CV) of the average air-kerma-

in-air simulation was 1.5%. In validation simulations, 20*106 histories were applied per projection 

resulting in an average simulation uncertainty smaller than 2 % in all cases. Therefore, the overall 

uncertainty for dose calculations, including the uncertainty due to the relatively flat energy 

dependence of the chambers in the small energy range of the spectra in the study, was 

considered about 6%. 

Table 1.3 presents the measured HVL values at the operating voltage of each scanner and the 

resulting energy spectra (Figure 1.6) which were obtained via the SPEKTR tool and were used to 

produce the scanner-specific ESMs. The ratios of the output at each measurement point to the 

output at the centre provided the extra attenuation of the filter at each respective directional 

beam angle φ through an iterative procedure where the extra filtration relative to the central 

filter thickness that reduces the output to the measured value (as determined from the output 

ratio) was specified. Figure 1.7 presents the relative filter thickness - pathlength of an x-ray 

photon at each directional angle φ through the filter, to the central pathlength.  

 

Table 1.3 Measured HVL at the operating voltage of each CBCT scanner 

Scanner kV HVL (mmAl) 

Promax 3D Max (Planmeca, FI) 96 9.05 

Accuitomo 170 (Morita, JP) 90 4.21 

CS 9300 (Carestream, USA) 
80 5.64 

85 5.95 

NewTom 5G (QR S.R.L, IT) 110 4.75 

NewTom VGi-evo (QR S.R.L, IT) 110 8.43 
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Figure 1.6 The energy spectra of the 
scanners in the study at their specific 
operating voltage 

Figure 1.7 The relative filter thickness – 
pathlength of photons for different x-ray angles 

 

For Promax 3D Max, Accuitomo 170, CS 9300, and NewTom VGi-evo the MC code was validated 

against dose in water measurements at 7 different IC positions (A-G, figure 1.4a) for every 

protocol in table 1.2. The % ∆ between measured and simulated dose values was subsequently 

calculated. The validation procedure involved a total of 301 simulations (43 protocols in total, 7 

IC positions). Table 1.4 presents the maximum % ∆ value, the FOV and the position of the IC 

within the FOV for which the maximum % ∆ was observed for each scanner. For NewTom 5G, the 

MC framework was validated via 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 . Table 1.5 presents the measured and the 

simulated values and their % ∆. Table 1.6 presents the results of the TLD-based validation 

procedure. The TLD and simulated doses to the brain, the eyes, the thyroid and the cranium and 

their % ∆ are displayed. 

 

Table 1.4 Maximum validation values indicated as %∆ difference between measured with IC 
and MC calculated values for each scanner and the respective IC position 

Scanner Promax 3D Max Accuitomo 170 CS 9300 NewTom VGi-evo 

FOV (cm²) 13 x 16 14 x 10 17 x 13.5 15 x 12 

IC position D A A D 

Max % ∆ 4.6 -3.1 3.6 -5.9 

 

Table 1.5. Validating NewTom 5G via 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 

FOV (cm²) 
(diameter x height) 

Monte Carlo 
𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 
(mGy/mAs) 

Measured 
𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 
(mGy/mAs) 

% ∆ 

6 x 6 0.123 0.116 5.7 

15 x 5 0.202 0.195 3.5 

15 x 12 0.215 0.212 1.4 

18 x 16 0.225 0.228 -1.3 
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Table 1.6. MC validation against TLD measurements 

Organs 

Promax 3D Max NewTom VGi-evo 

10 x 9 cm² 10 x 5 cm² 8 x 8 cm² 

TLD 
mGy 

MC 
mGy 

% ∆ 
TLD 
mGy 

MC 
mGy 

% ∆ 
TLD 
mGy 

MC 
mGy 

% ∆ 

Brain 0.52 0.50 -2.6 0.49 0.47 -5.6 0.33 0.31 -6.1 

Eyes 1.82 2.03 12.0 1.67 1.94 16.1 0.99 1.09 10.1 

Thyroid 5.32 5.13 -3.6 5.04 4.87 -3.3 0.78 0.74 -5.1 

Cranium 1.17 1.11 -4.6 1.13 1.09 -4.9 0.89 0.92 3.4 

 
 

1.4 Discussion 
 
In present study, an EGSnrc-based MC framework was customized, calibrated and validated for 

five different scanners. The simulation of the x-ray source is based on ESMs, and hence, the code 

is flexible and easily adjustable to any scanner since only physical measurements are required as 

an input. Protocol-specific calibration factors were produced and validated in homogeneous 

(water/PMMA) and inhomogeneous media (anthropomorphic phantom). The energy spectra 

illustrated in figure 1.6 are totally different from each other, and this is a reason for the wide 

range of doses observed in CBCT imaging. Figure 1.7 displays the total filtration through which x-

rays pass before exposing a patient at each scanner. Most scanners employ flat filters, apart from 

Accuitomo 170 and CS 9300 which have a bow-tie-like, beam-shaping filter. The air kerma 

measurements for the filter description inherently account for the heel effect which is included 

in the weighting factors employed to the code. This is the reason why the filtration curves slightly 

deviate from symmetry along the anode-cathode axis (this can be more easily observed in case 

of Accuitomo 170 and CS 9300 curves, fig 1.7). 

The validation results in homogeneous media are presented in tables 1.5 and 1.6. The maximum 

% ∆ between measured and simulated values was -5.9% in the case of the 15 x 12 cm² FOV in 

NewTom VGi-evo. Negative % ∆ denote higher measured values while positive ones correspond 

to higher simulated ones. Table 1.4 also reveals that the highest % ∆ corresponded to positions 

A and D. Positions A and D were always found close to the edges of the FOV (figure 1.4a). The 

reason why the highest % ∆ were observed in those positions lies in the implementation of the 

ESM to the code. As mentioned, the total filter description was based on air kerma 

measurements along the x-axis (figure 1.1) and hence, the filtration of the x-ray tube was only 

centrally characterized (along the corresponding filter x-axis). All the points of the filter along the 

y-axis passing through a given point in the x-axis (x,yi) were considered to have equal thickness. 

This means that the code does not take into account any slight differences in the path length of 

a photon which crosses the filter centrally versus diagonally at an upward or downward 

trajectory.  

Table 1.6 presents the validation measurements against TLDs in an anthropomorphic 5 years-old 

phantom. The highest % ∆ was observed in the dose to the eyes. This is due to the fact that TLDs 

were positioned externally on the surface of the phantom, while the MC dose was specified in 

the dedicated internal holes. The % ∆ for the rest organs was ranging between -4.6% (cranium)  

and -2.6% (brain) for the 10x9 cm² and between -5.6% (brain) and -3.3% (thyroid) for the 10x5 

cm² FOVs in Promax 3D Max and between -6.1% (brain) and 3.4% (cranium) in NewTom VGi-evo. 

The reported in literature %∆ values between measured and simulated doses range between 1.3 

and 1.8% (Khatonabadi et al 2012) and -4.8 to 2.2% (Li et al. 2011). Long et al (2013) reported 

average differences of 3.5% and 3.9% for the head and body CTDI phantom while Salvadó (2015) 

reported percentage errors within a range of ±8% for a cone beam CT.  
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1.5 Conclusions 
 

An EGSnrc-based MC dosimetry tool was customized for 5 scanners, i.e. for Promax 3D Max 

(Planmeca, FI), Accuitomo 170 (Morita, JP), CS 9300 (Carestream, USA), NewTom 5G (QR S.R.L, 

IT) and NewTom VGi-evo (QR S.R.L, IT). The code takes into account geometric and technical 

specifications of each scanner. It was calibrated to enable absolute dose assessment and 

validated both in homogenous media against IC measurements and in anthropomorphic models 

against TLD measurements. The validation results clarify its reliability for accurate dose 

estimations. 

1.6 APPLICATION 1: Investigating the influence of the elemental composition 

of x-ray tube added filtration on patient dose 
 
It is a common technique in radiography to filter the energy spectrum with added Cu filtration in 

the x-ray tube to reduce the soft, low energy photons which do not contribute to image but 

increase the dose as they are mainly absorbed by the patient. The use of Cu filters, apart from 

reducing the entrance surface dose (ESD) and the skin dose, has been reported to present 

advantages regarding both image quality and cost (Koedooder et al 1986, Shrimpton et al 1988, 

Nicholoson et al 1995, Wandl-Vergesslich 2000). In the dental CBCT market, there are a few CBCT 

scanners which already employ Cu filters. The purpose of the study was twofold: to investigate 

the influence of Cu filtration on patient dose in dental CBCT imaging and to examine whether the 

exact composition of the filtration is required for accurate MC dose calculation.  

 

1.6.1 Methods and Materials 
 
The study was based on a scanner with an existing Cu filtration. Promax 3D Max has an added 

filtration in the tube of 0.5 mm Cu plus 2.5 mm Al which, along with the inherent filtration and 

any other source of filtration, produces an x-ray beam of 9.05 mmAl HVL. From these data, it 

follows that the inherent (and other) filtration is equivalent to 4.04 mmAl. This is the extra 

filtration which is required as a supplement to the nominal added filtration to result in the 

measured HVL value (9.05 mmAl). We designed theoretical ESMs for different filter combinations 

following the procedure in figure 1.8. The equivalent energy spectrum of the ESM was defined 

immediately after the added filtration at point A.  With the use of Spektr tool in Matlab, energy 

spectra for different Cu and Al configurations were designed; 6 spectra for filtrations of 0 mmCu 

+ 2.5 mmAl to 0.5 mmCu + 2.5 mmAl  in 0.1 mmCu steps and 3 spectra from 0 mmCu + 2.5 mmAl 

to 0 mmCu + 10 mmAl in 2.5 mmAl steps. All the energy spectra defined at point A had to pass 

through the initially determined extra 4.04 mmAl.  

 

 

  
Figure 1.8 Producing different energy spectra for different Cu and Al configurations. All 

spectra are defined at point A 
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Each of the above-mentioned spectra has a different HVL value and a different output implying 

that in a clinical case each of them requires a different tube load (mAs) to provide the same 

amount of energy to the detector. A simple experiment via ray tracing was therefore set up to 

specify a compensation factor Cf , which reflects the relative number of photons for each 

spectrum that provides the same amount of energy to the detector. The procedure is displayed 

in figure 1.9: for each spectrum the output Io at the tube exit was calculated with Spektr tool. 

Each spectrum was subsequently directed towards a 15 cm cube of water and the output I1 at 

the at the exit level of the beam was determined. The output at this level (Part IV, figure 1.9) 

serves also as an input to the detector. For a given required dose to the detector 𝐷𝑑𝑒𝑡 , the 

compensation factor is given by the following equation 1.3: 

 

𝐶𝑓 = (𝐷𝑑𝑒𝑡/𝐼1) ∗ (𝐼0 𝐼1⁄ )  (eq. 1.3) 

 

The first ratio (𝐷𝑑𝑒𝑡/𝐼1) specifies the number of photons for each beam, required to provide a 

certain amount of dose 𝐷𝑑𝑒𝑡  to the detector. The second ratio (𝐼0 𝐼1⁄ ) is to estimate the number 

of required photons back at the x-ray tube level for the given absorption of the phantom.Each 𝐶𝑓 

(of each spectrum) was normalized to the 𝐶𝑓 of the basic spectrum (0.5 mmCu + 2.5 mmAl), i.e. 

the 𝐶𝑓 of the basic spectrum was considered to be equal to one. 

 

 
Figure 1.9. Experimental set up to determine the compensation factors Cf 

 

Each energy spectrum was directed towards the anthropomorphic adult male Zubal voxel model 

(Zubal et al 1994) and organ doses were calculated for a typical 13 x 9 cm² upper-lower jaw 

protocol (figure 1.10). We only used the 56 slices of the model which correspond to the head and 

neck region. The in-plane number of voxels is 512 x 512 with a resolution of 0.5 mm while the 

longitudinal resolution is 5mm. As the thyroid was not segmented, we further designed two 

ellipsoids along the trachea to enable thyroidal dose estimations. Tissue compositions and 

densities were obtained from ICRP 2009. 

To compensate for the different mAs which are required such that each spectrum delivers the 

same amount of energy to the detector, the MC calculated doses were multiplied by the 

spectrum-specific compensation factor 𝐶𝑓 (eq 1.4): 

Organ dose = MC dose *𝐶𝑓 (eq. 1.4) 

A number of 107 histories per projection at 1° angular steps were simulated with the same 

physics-related simulation parameters mentioned in 1.2.1; since it was not feasible to calibrate 

the framework for each spectrum, i.e. to obtain calibration factors 𝑓𝑀𝐶  as that would require 

access and intervention to the x-ray tube to alter the filtration, only the MC calculated organ dose 

values for a total number of 2.1*109 are presented.  
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Figure 1.10 The anthropomorphic Zubal adult male voxel model and 

the FOV position in the head 

 

1.6.2 Results 
 
Table 1.7 presents the different filter configurations, their HVL values and the respective 

compensation factors.  

 

Table 1.7 Filter combinations that were used in the study, their HVL and 𝐶𝑓 

compensation factors 

Filtration Spectrum  
number # (ID) 

HVL (mmAl)  
at 96 kV 

𝐶𝑓 

0 mmCu + 2.5 mmAl + 4.04 mmAl Spec 1 6.10 1.43 
0.1 mmCu + 2.5 mmAl + 4.04 mmAl Spec 2 7.03 1.26 
0.2 mmCu + 2.5 mmAl + 4.04 mmAl Spec 3 7.72 1.16 
0.3 mmCu + 2.5 mmAl + 4.04 mmAl Spec 4 8.24 1.09 
0.4 mmCu + 2.5 mmAl + 4.04 mmAl Spec 5 8.67 1.04 
0.5 mmCu + 2.5 mmAl + 4.04 mmAl Spec 6 9.05 1.00 
0 mmCu + 5 mmAl + 4.04 mmAl Spec 7 6.76 1.33 
0 mmCu + 7.5 mmAl + 4.04 mmAl Spec 8 7.29 1.22 
0 mmCu + 10 mmAl + 4.04 mmAl Spec 9 7.75 1.16 

 

Figure 1.11 presents the results of the study. Organ doses were assessed for skin, eye lenses, 

salivary glands, thyroid, brain, oral mucosa, oesophagus, extra thoracic tissue (ET) and muscles. 

The graphs present the simulated dose values versus the HVL of the beam. The points in blue 

correspond to non-Cu filtrations (Spec 1, 7, 8 and 9) whereas the red ones denote Cu-filtrated 

spectra (Spec 2, 3, 4, 5 and 6). 
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Figure 1.11 MC calculated organ doses for different filter combinations 

 

1.6.3 Discussion and Conclusions 
 

In present study the influence of Cu filtration in the x-ray beam was investigated. Organ doses 

were calculated by directing each beam towards the Zubal anthropomorphic voxel model for a 

13x9 cm² FOV. Figure 1.11 shows that there is a clear decrease in the dose to the skin as the HVL 

increases. The lowest skin dose is observed for the highest HVL beam (Spec 6) which is the real 

one employed by Planmeca in the Promax 3D Max (0.5 mmCu + 2.5 mmAl). Salivary glands, oral 

mucosa, ET, oesophagus and muscles follow the same dose pattern. Comparing the highest HVL 

beam (Spec 6, 0.5 mmCu + 2.5 mmAl) to the lowest one (Spec 1, 0 mmCu + 2.5 mmAl), there is a 

26% dose reduction to skin, 71% dose reduction to salivary glands, a 145% dose reduction to oral 

mucosa, a 20 % dose decrease in the dose to muscles and a 5% drop for the dose to ET and 

oesophagus. On the contrary, there is an increasing dose trend with HVL for the thyroid, brain 

and the lenses of the eye. Comparing again Spec 6 to Spec 1, there is a 14% increase in the dose 

to thyroid, a 10% to brain and 6% to eye lenses.  

It shall be noted that the impressive dose reduction to oral mucosa can be attributed to the voxel 

model itself rather than to the influence of the filtration. This is due to the fact that oral mucosa, 

which should have been the mucous outline of the entire mouth cavity, was considered to be a 

layer adjacent to teeth (figure 1.12). In such a segmentation, oral mucosa surrounds a very high 

attenuating region (teeth), is very influenced by the stopping power of the teeth, and when the 

beam has a larger low energy content (Spec 1 vs Spec 6) the dose to oral mucosa increases 

considerably. 

 

 

Figure 1.12 The grey region surrounding teeth is considered as oral 
mucosa in the Zubal phantom 

As the beam filtration (and the HVL) increases, the mean energy of the beam also increases and 

the x-ray photons become more penetrating. This has a double influence on the dose. For those 

organ-tissues which are in the primary radiation field there is a dose reduction (skin, salivary 

glands, muscles, oral mucosa, ET and oesophagus) as a higher number of photons escape without 

being absorbed, and therefore deposit a lower amount of energy in the tissue, and a larger 

amount of photons reach the detector. The organs which are outside the primary field (eye 

Oral mucosa 
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lenses, thyroid and brain) are only exposed to scatter. The higher energy beams produce more 

scatter and therefore the dose to these organs increases with HVL. However, the high decrease 

in the dose to the organs in the primary field counteracts the slight increase to those organs 

outside the radiation field.  

In conclusion, Cu filtration is beneficial for the dose to the patient. The exact composition of the 

added x-ray tube filtration is required for accurate MC dose simulations.  

1.7 APPLICATION 2: Investigating the impact of the shape of x-ray tube 

added filtration on patient dose 
 

Beam shaping filters, i.e. the so-called bowtie filters, are widely applied in MDCT imaging to 

modify the spatial distribution of the emitted x-rays. While the exact morphology is proprietary 

information, the filter has a thickness that increases towards the edges (figure 1.1). As a result, 

bowtie filters modulate the axial beam profile by increasing the photon fluence at the centre and 

reducing the beam intensity towards the periphery; this is to compensate for the higher central 

absorption of the beam at the centre of the object or patient (longer path length) compared to 

the periphery. By means of the bowtie filter a more uniform photon fluence, with unchanged 

local contrasts, is obtained at the detector (Tack and Gevenois 2007, Buzug 2008).  This allows to 

cope with the limited dynamic range of the detector, or, in other words, the detector can be 

tuned for a smaller dose level range. Furthermore, bowtie filters provide a more uniform 

spectrum to the detector which enables a better calibration of the resultant Hounsfield Units. In 

dental CBCT imaging, bowtie filters are also being introduced by vendors. The presented axial 

beam profiles (figure 1.7) testify that Accuitomo 170 and CS 9300 employ such beam shaping 

filters. The purpose of this study was to evaluate the influence of such filters on radiation dose 

and to check whether detailed data of the filter thickness is required for accurate MC dose 

assessment studies.  

 

 

1.7.1 Methods and Materials 
 

This study was performed with data of the Accuitomo 170 scanner. According to its ESM 

assessment (described in section 1.3), the central thickness of the total-beam shaping filter was 

found to be 2.5 mmAl, which along with the inherent filtration produces an x-ray beam of 4.21 

mmAl HVL at 90kV (table 1.3). The ESM that served as an input to the MC code was characterized 

by producing an equivalent energy spectrum that has been filtered by a 2mmAl beam and that 

has to pass next through an extra bow tie filter with a central thickness of 0.5 mm and with 

increasing thickness towards the edges as the air kerma measurements for the filter description 

indicated (figure 1.13). As the beam crosses the bowtie shaped part (part B) of the filter, the axial 

attenuating profile becomes that of figure 1.7.  

To compare bow-tie vs flat filtration, a theoretical flat filter, 0.5 mm thick, was designed to 

replace the bowtie part (B). The equivalent spectrum had to pass through the designed flat filter 

before exposing a patient. The path length through the designed flat filter for different photon 

angles θi was calculated based on a simple mathematical equation (eq 1.5): 

 

𝑥𝑖(𝑚𝑚) = 0.5/ cos 𝜕𝑖 (eq. 1.5) 

 

For each path length (in 𝜕𝑖 = 1° angular steps), the absorption for each photon energy of the 

equivalent energy spectrum was calculated. The mathematical formula (eq. 1.5) is not capable of 

taking heel effect into account. The deviation from symmetry, which is due to heel effect that is 
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present regardless of the filter shape, was calculated for the path length curve of Accuitomo 170 

(fig 1.7). Therefore, at each path length 𝑥𝑖  an extra contribution, equal to the deviation from 

symmetry in fig 1.7, was added to compensate for the heel effect. The x-ray absorption through 

the flat filter (plus the heel effect contribution) for each photon energy of the equivalent 

spectrum was calculated and employed to the code via weighting factors. In both cases, the 

central thickness of the filter is equal and so is the HVL of the two beams. As the calibration 

measurements take place centrally (chapter 1.2.2) the calibration factor for the bow-tie and the 

flat filter case would be identical.  

 

 

Figure 1.13 left image: The equivalent source model is established after a 2 mmAl flat filter and 
passes through a bowtie of 0.5 cm central thickness – real case scenario. Middle: Instead of 
passing through the bowtie, the beam passes through a theoretical 0.5 cm flat filter – theoretical 
scenario. Right: For each x-ray angle 𝜕𝑖, the ray path xi through the flattening filter is calculated. 

 

Both ESMs were directed towards the standard female anthropomorphic voxel model (ICRP, 

2009) and organ doses were calculated for a typical 10x10 cm², standard resolution (90 kV, 5 mA, 

17.5 sec) full rotation upper-lower jaw protocol. Only 59 out of 346 slices of the voxel model, 

from slightly below the neck region up to the crown of the head, were used in the study. The in-

plane resolution of the voxel model was 1.775 mm while the z-axis resolution was 4.84 mm. A 

total 3.6*109 histories were simulated for a full rotation acquisition in 1° angular intervals under 

the same physics-related simulation parameters as those mentioned in 1.2.1. 

 

1.7.2 Results 
 

Table 1.8 summarizes the results of the study, in terms of absorbed doses to radiosensitive 

organs. The average statistical simulation uncertainty in terms of % CV for the number of 

simulation histories was less than 0.1%.  

 

Table 1.8 Organ dose comparison between bowtie and flat filtration 

Organs 
Flat filter Bowtie filter 

% decrease 
Absorbed organ doses (µGy) 

ET 5002 4146 -17% 
Oral mucosa 7067 6326 -10% 
Brain 189 167 -11% 
Eye lens 542 460 -15% 
Lungs 3.2 2.8 -12% 
Lymphatic nodes 283 237 -16% 
Muscles 116 97 -16% 
Oesophagus 298 249 -16% 
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Salivary glands 5075 4206 -17% 
Skin 158 126 -21% 
Thymus 20 17 -12% 
Thyroid 566 492 -13% 
RBM  128 109 -15% 
Bone Surface 594 505 -15% 

 

1.7.3 Discussion and Conclusions 
 
In this study the influence of a beam shaping filtration on organ doses was examined. The 

investigated exam was a typical 10x10 cm² standard resolution protocol for an adult female 

patient undertaken in Accuitomo 170 with and without bowtie filtration. The analysis showed 

that the use of bowtie filtration reduces the dose to all radiosensitive organs by 15% on average 

(maximum decrease 21% for skin dose, minimum 10%  for oral mucosa). As expected, the skin 

was the tissue which benefits most from the bowtie as the reduced photon fluence towards the 

edges of the axial FOV (diameter) results in less skin exposure at each projection. The lowest 

decrease in the dose to oral mucosa can be attributed to the fact that oral mucosa is centrally 

positioned in the FOV, and therefore the influence of the bowtie is not as pronounced as it is 

towards the edges of the axial FOV. Present study is in line with another study investigating the 

influence of bowtie in a Scanora 3D system (Soredex, FI): dose reductions with bowtie were 

reported (compared to a flat filter) which from 8.7% at the centre to 53.8% at the periphery of a 

16cm cylindrical water phantom (Zhang et al 2013b). These organ dose reductions indicate that 

detailed simulation of bowtie filtration is required for accurate dose calculations.  

1.8 APPLICATION 3: Investigating the impact of Tube Current Modulation on 

patient dose in dental CBCT scanners 
 
When the use of MDCT scanners rapidly increased in the beginning of this century, there was an 

unquestionable need to optimize the exposures. To this end, CT manufacturers gradually began 

to equip their scanners with systems that were able to adjust the exposure factors according to 

the attenuation characteristics of the patient and the scanning volume. These so-called Tube 

Current Modulation (TCM) or Automatic Exposure Control (AEC) systems adjust the tube current 

either along the z-axis of the patient (longitudinal TCM), or at each projection (x-y or angular or 

rotational TCM), or they simultaneously combine both mA adaptation methods (3D TCM) 

(McCollough et al 2006). The TCM systems are based on different specification criteria; some 

manufacturers aim to provide uniform noise across the scanning volume whereas some others 

aim to provide lower noise for smaller patients (Li et al 2014). TCMs were mainly employed in 

body scans, yet recently, their use has been extended to head acquisitions (AAPM  2015, 2016).  

Contrary to MDCTs where most of the state-of-the art scanners are nowadays equipped with 

TCM systems, in dental CBCTs this technology has not been widely employed yet. In most cases, 

the tube current is fixed during rotation and the mAs are predefined for each operation mode; 

higher resolution mode acquisitions are carried out with higher x-ray tube load. In dental CBCT 

scanners the paired x-ray tube – detector systems perform one rotation around the head of a 

patient, apart from large field of view (FOV) imaging, i.e. full head CBCT protocols, where some 

systems carry out two consecutive rotations and use a stitching technique to image the entire 

scanning volume. Therefore, the appropriate type of a modulation system dedicated for CBCT 

scanners would be a rotational TCM. Most rotational TCM systems in MDCTs nowadays are 

attenuation-based, requiring on-line feedback for the attenuation properties of the scanning 

volume to modulate the current accordingly. This approach requires fast electronic circuits and 
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powerful generators which are not available in most CBCT scanners. However, as it was the case 

in the first rotational TCM approach in GE scanners (General Electric (GE) Healthcare 

Technologies, Waukesha, WI), i.e. the Smart Scan, the current modulation could be pre-

programmed, following a predetermined mathematical function during rotation (McCollough et 

al 2006). Such a pre-programmed approach is not purely patient-specific and attenuation-based, 

yet it does not require sophisticated electronic circuits and is more easily implemented in systems 

with lower generator capacities. Two review articles by Pauwels et al (2015b) and Kiljunen et al 

(2015) reported that there was no CBCT scanner equipped with a TCM system at the time of the 

publication. Meanwhile, TCM systems gradually began to be employed in dental CBCT scanners. 

NewTom VGi-evo introduced the Safe Beam technology as an approach to modulate the current. 

Every exposure in this scanner is carried out under a preprogrammed TCM scheme.  

A MC study based on the TCM scheme of NewTom VGi-evo was conducted with a threefold aim: 

(1) to assess the influence of the preprogrammed TCM (‘Safebeam’) on organ doses; (2) to 

compare ‘Safebeam’ with a theoretical attenuation-based TCM scheme; (3) to investigate 

whether reliable MC dose calculations can still be carried out when data regarding the TCM 

scheme, which is considered proprietary, is not available.  

 

1.8.1 Methods and Materials 
 

NewTom VGi-evo has the typical dental CBCT orientation, i.e. the patient is sitting on a chair 

during the exposure. Every protocol is carried out at 110 kV with the x-ray tube-detector system 

performing one full rotation around its centre of rotation. Like any scanner equipped with TCM 

systems, the modulation curve is based on pre-scan projection radiographs. In the case of 

NewTom VGi-evo, an anterior-posterior AP prescan acquisition, where the beam crosses the 

most attenuating part of the head, and a lateral (LAT) one, through the least attenuating volume, 

are carried out. These two radiographs define a maximum mA value for the AP projection and a 

minimum mA for the LAT one (figure 1.14). Subsequently, a mathematical formula takes into 

account these two mA values and predefines the mA value at each projection. The mathematical 

formula is considered proprietary data and no details are available. However, for the purpose of 

this study, the manufacturer provided the mA values per projection for the protocols under 

investigation.  

 

 

 
Figure 1.14 The mA per projection changes from a maximum AP mA to a 

minimum LAT mA value, based on a mathematical formula (proprietary data of 
QR S.R.L., Verona, IT) 
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1.8.1.1 Study I. TCM vs fixed current acquisitions 
 

To investigate the impact of TCM on organ doses, a comparison study between TCM-driven 

protocols and fixed current (mA) acquisitions was carried out. Five pediatric patients that had 

already been scanned in NewTom VGi-evo with TCM were extracted from the PACS database of 

the hospital. The acquisition parameters are displayed in table 1.9. 

 

Table 1.9 Acquisition parameters of the 5 patients participated in the NewTom VGi-evo TCM 
evaluation study 

Patient 
# 

Age 
FOV 
(cm²) 

Clinical 
indication 

Mode* 
I LAT 
(mA) 

I AP 
(mA) 

Exposure 
time (sec) 

Total 
mAs 

1 7 8x5 Cleft 
palate 

Standard 3 9 1.8 9.3 

2 7 5x5 Upper 
Incisors 

High Res 5 10 4.3 31.6 

3 8 5x5 Upper 
Incisors 

Standard 3 12 1.8 11.8 

4 12 10x5 Cleft 
palate 

Standard 4 13 1.8 15.4 

5 12 16x16 face Standard 3 6 1.8 8.1 

*All exposures are performed at 110 kV 

 

As NewTom VGi-evo does not operate in a fixed-current mode, it was considered that the most 

attenuating AP projection of the prescan radiograph would define the required mA that results 

in an acceptable, noise-free image quality. In other words, in real case TCM protocols, the current 

at each projection modulates between I LAT (min mA) and I AP (max mA), while in a fixed-mA 

protocol, the current would always be equal to I AP. The current is delivered in a pulsed mode 

with pulse time being equal to the total exposure time divided by 360 pulses per rotations. 

Therefore, for TCM protocols, the total mAs per rotation is given by equation 1.6  

 

𝑚𝐴𝑠𝑡𝑜𝑡,𝑇𝐶𝑀 =  ∑ [(𝑚𝐴)𝑖𝑖   ∗ 𝑠𝑖]  (eq. 1.6) 

 

where 𝑖 refers to each projection, (𝑚𝐴)𝑖 to the current at each projection and 𝑠𝑖to the pulse 

time.  

For fixed current acquisitions, the total mAs per rotation is given by eq. 1.7 

 

𝑚𝐴𝑠𝑡𝑜𝑡,𝑓𝑖𝑥𝑒𝑑 =  𝐼𝐴𝑃 (𝑚𝐴) ∗ 𝑡𝑜𝑡𝑎𝑙 𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒 𝑡𝑖𝑚𝑒 (𝑠𝑒𝑐)  (eq. 1.7) 

 

In this study, we used total exposure time as provided in table 1.9.  Table 1.10 presents the 

total mAs for TCM-based and fixed mA acquisitions. 

 

Table 1.10 X-ray tube exposure parameters for TCM and fixed current acquisitions 

Patient # ITCM (mA) 𝑚𝐴𝑠𝑡𝑜𝑡,𝑇𝐶𝑀 Ifixed (mA) 𝑚𝐴𝑠𝑡𝑜𝑡,𝑓𝑖𝑥𝑒𝑑 

1 3-9 9.3 9 16.2 
2 5-10 31.6 10 43 
3 3-12 11.8 12 21.6 
4 4-13 15.4 13 23.4 
5 3-6 8.1 6 10.8 
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For the purpose of this study, three voxel models of 7 (Guozhi), 8 (Peter) and 12 years old (Mike) 

were designed (figure 1.15). More details on the voxelization procedure, the specifications of 

each model, the segmented organs and the full voxel model database are provided in the 

following chapter 2.  

 

   

Figure 1.15 Guozhi, Peter and Mike voxel models 

 

1.8.1.2 Study II. Are dose calculations reliable if the TCM is not simulated? 
 

As already mentioned, the mathematical formula which provides (𝑚𝐴)𝑖  is proprietary data, and 

it was only for the purpose of this study that data became available. Therefore, it was necessary 

to investigate whether MC dose calculations can still be reliable without any data on the 

modulation curve.  

In the DICOM header of each protocol, the total mAs after exposure is recorded. This is the 

𝑚𝐴𝑠𝑡𝑜𝑡,𝑇𝐶𝑀 that equation 1.6 provides, yet without any info on the current modulation  (𝑚𝐴)𝑖. 

The total mAs per rotation was included in the last column of table 1.9. Present study runs MC 

calculations for (1) a fully characterized TCM curve and for (2) fixed tube current, and compares 

organ doses for the same x-ray tube load (mAs). In the previous paragraph, the fixed protocol 

uses the maximal mA, in order to study the dose reduction potential of TCM. Here we compare 

to the full information to using the averaged TCM curve, to investigate the necessity of having all 

TCM input.  

 

1.8.1.3 Study III. Preprogrammed TCM (‘Safebeam’) vs attenuation-based 

TCM 
 

In this third study we investigated the case of a 12 years old male patient who underwent an 8x8 

cm² (diameter x height of the cylindrical FOV) upper/lower jaw protocol, a 5x5 cm² lower 

premolar and a 5x5cm² upper premolar acquisition. The centre of the FOV in the 8x8cm² protocol 

is longitudinally positioned between the upper and the lower and axially around the centre of 

the mouth cavity and hence along the midline of the head. On the other hand, in 5x5 cm² 

acquisitions, the centre of the FOV is axially offset to the midline, i.e. around the premolars 

(figure 1.16). This asymmetrical position may influence the operation of the TCM, especially in 

preprogrammed TCM systems. Based on the two prescan-defined AP and LAT mA values which 

are illustrated in table 1.11, the x-ray tube current values at each projection were calculated 

based on the proprietary preprogrammed mathematical formula which was provided by the 

manufacturer.  
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Figure 1.16 The FOV position in the mouth cavity for the three investigated FOVs. The 

dashed line indicates the central slice of the scanning volume 

 

Table 1.11 Protocol exposure factors 

Protocol 
8x8 cm² 

 (upper / lower jaw) 
5x5 cm² 

 (lower premolar) 

5x5 cm² 
 (upper 

premolar) 

Operation mode* Normal / Regular High Resolution Normal / Regular 

AP mA 7.5 13 5.6 

LAT mA 3.7 6 3 

Total scan 
time/rotation 

1.8 4.32 1.8 

Total mAs/rotation 9.76 41.34 7.71 

*All exposures are performed at 110 kV 

 

The ‘Safebeam’ TCM program that NewTom VGi-evo employs is not a fully patient-specific 

modulation technique. The extreme mA values may be specified according to individual patient 

anatomic details as they are based on the AP and LAT prescan acquisitions, yet the TCM scheme 

itself is based on a preprogrammed mathematical formula which is fixed. A fully patient-specific 

modulation curve would modulate the current according to the attenuation that the x-ray beam 

undergoes at each projection, i.e. attenuation-based modulation curve.  

Keat (2005) showed in a previous study that in MDCT scanners the logarithm of the tube current 

(mA) increases linearly with phantom diameter. Based on this result, Li et al (2014) developed 

theoretical TCM schemes in different modulation strengths for thorax and abdomen-pelvis CT 

exposures for a female cardiac-torso (XCAT) phantom to investigate their impact on patient dose. 

We adopted the same methodology to assess attenuation-based TCM schemes for the three 

investigated protocols and we subsequently employed each theoretical attenuation-based 

scheme in the NewTom VGi-evo scanner.  

In the case of a CT scanner the effective mAs (mAs/pitch) at each projection angle θ is given by 

the following equation  

𝑒𝑓𝑓 𝑚𝐴𝑠𝜃 =  𝑒𝑓𝑓 𝑚𝐴𝑠𝑟𝑒𝑓 (
𝐴𝜃

𝐴𝑟𝑒𝑓
)

𝑎

     (eq. 1.7) 

where Aθ is the attenuation of the beam at each projection-gantry angle θ, Aref is a reference 

attenuation, mAsref is the corresponding reference exposure value and α indicates the 

modulation strength. Since in dental CBCTs the scanner performs only one rotation, we 

reformatted the previous equation to     
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𝑚𝐴𝜃 =  𝑚𝐴𝑟𝑒𝑓 (
𝐴𝜃

𝐴𝑟𝑒𝑓
)

𝑎

   (eq. 1.8) 

as the pitch is an irrelevant term for dental CBCT exposures and the pulse time at each projection 

is constant. In eq. 1.8 𝑚𝐴𝜃 corresponds to the x-ray tube current at each projection and  𝑚𝐴𝑟𝑒𝑓 

to the current for a reference attenuation. A modulation strength of  α = 0  implies no modulation, 

i.e. the mA per projection is fixed. When the modulation strength is equal to α = 1, the noise is 

constant in all projection whereas α = 0.5 has been shown to provide the minimum noise at a 

given dose level (Gies et al 1999, Li et al 2014). 

The attenuation values in equation 1.8 were calculated via raytracing using the ‘fanbeam’ 

function in Matlab (version 7.12.0.635, R2011a, MathWorks Inc). This function considers the 

central pixel of the DICOM image as the centre of rotation. However, in our case the centre of 

rotation should coincide with the anatomy of interest, i.e. the centre of the mouth cavity for the 

8x8cm² protocol, the upper premolar tooth for the 5x5 cm² upper premolar protocol and the 

lower premolar tooth for the 5x5 cm² lower premolar protocol. The central slices which 

corresponded to the centre of the FOV along the longitudinal z-axis were extracted and were 

further processed (dashed lines in figure 1.16) such that their central pixel coincides with the 

anatomy of interest. It shall be noted that the DICOM images that were used for raytracing were 

the ones which were used to voxelize the models, i.e. head and neck MDCT images (further 

discussion in chapter 2).  

Figure 1.17 illustrates the processing of the central image in the case of the 8x8 cm² protocol. 

The 512x512 pixel dimensions of the original images were not sufficient to reposition the head. 

Therefore, we first converted each image from 512x512 to 1024x1024 pixels (figure 1.17, middle 

image) and we subsequently applied geometric, axial translation corrections to bring the centre 

of the clinical volume at the centre of the image (figure 1.17, right image). 

 

 

 

 
Figure 1.17. Point A corresponds to the central pixel; on the left the initial central 512 x 

512 central image is shown; in the middle, the same image is illustrated after having 
been converted to 1024x1024; geometric offset corrections were applied to get the 

centre of the mouth cavity at the centre of the image (right image) 

 

To calculate the attenuation per projection via raytracing we created a linear attenuation 

coefficient (µ) map of each central CT slice by converting the Hounsfield Units (HU) of each voxel 

to µ values, based on the HU definition formula and the µw and µair values for the Newtom VGI-

evo energy spectrum. The raytracing was carried out for 360 projections in 1° steps. We only 

tracked the central 12 rays of the raytracing at each projection which form a radiation beam of 

1.5x1.5 mm² (vertical x axial) at the centre of the detector. The vertical dimension of the beam 

(1.5 mm) is deduced by applying the geometric magnification factor of the scanner to the 1mm 

thick central image, while the transverse one is extracted by multiplying the number of the 
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tracked rays (12) with the detector pixel size. The average attenuation of the 12 rays per 

projection was calculated to specify the 𝐴𝜃 values in equation 3.  

The reference attenuation 𝐴𝑟𝑒𝑓 and the associated 𝑚𝐴𝑟𝑒𝑓 which are required to calculate the 

𝑚𝐴𝜃 at each projection were obtained for each case from the respective AP prescan exposure 

conditions (table 1). The reason why we considered the AP projection as the reference one is that 

the AP exposure determines the maximum mA value of the preprogrammed modulation scheme 

in NewTom VGi-evo scanner. The beam crosses the most attenuating projection and hence, it 

defines the noise level in the final image. This means that in the absence of a TCM scheme, the 

AP mA value would have been the one that would provide the desired noise level in the final 

image.  

We designed theoretical attenuation-based modulation curves for each investigated protocol for 

modulation strength values from α = 0 to α = 1, in 0.25 modulation strength steps. To ensure that 

the system is capable of managing the variations in the mA values between successive 

projections, we fitted a Savitzky-Golay filter to each modulation curve before implementing them 

to our framework. In such a way, any abrupt changes in the mA modulation curve were smoothed 

out. 

While the total mAs for each protocol, for the ‘Safebeam’ TCM technique is recorded in the 

DICOM header after exposure (also based on eq. 1.6, table 1.11), the total mAs for the theoretical 

attenuation-based protocols is calculated via the following equation 1.9: 

 

𝑚𝐴𝑠𝑡𝑜𝑡,𝑇𝐶𝑀,𝐴𝐵 =  ∑ [(𝑚𝐴𝜃)𝑖𝑖   ∗ 𝑠𝑖]  (eq 1.9) 

 

where i corresponds to each projection, 𝑚𝐴𝜃 is the derived from the equation 1.8 attenuation-

based current per projection and 𝑠𝑖  the pulse time.  

In all studies each TCM was applied in terms of weighting factors to the dose integral of each 

simulated projection. Each modulation scheme was simulated with 5 million histories per 

projection, corresponding to a total number of 1.8 billion histories for the 360 simulated 

projections in 1° steps under the same physics-related simulation parameters as those 

mentioned in 1.2.1. This number of simulation histories provided very low Coefficient of Variance 

values (%) in organ dose calculations, resulting in estimated dose uncertainties less than 0.1% for 

every simulated organ. 

 

1.8.2 Results 

1.8.2.1 Results of Study I. TCM vs fixed current acquisitions 
 

In table 1.12 absorbed organ doses (µGy) for TCM and fixed current acquisitions are presented 

for each patient in the study.  

 

 

Table 1.12 Calculated absorbed organ dose values (TCM vs fixed, study 1) 

Organ 

Patient # 1 Patient # 2 Patient # 3 Patient # 4 Patient # 5 

TCM fixed TCM fixed TCM fixed TCM fixed TCM fixed 

Absorbed organ doses (µGy) 

Brain 145 226 155 185 53 85 172 269 1386 2390 

Skin 62 108 117 155 42 76 65 110 168 275 

Oesoph
agus 

47 80 67 75 28 39 35 52 66 107 
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Eye 
lens 

161 283 350 488 95 177 172 337 2647 3728 

Muscle 47 80 75 90 34 53 42 61 105 138 

ET 581 1019 662 727 225 344 259 383 1009 1507 

Thyroid 71 119 292 324 90 140 36 51 96 137 

Salivary  
glands 

1472 2793 1654 2132 531 934 1503 3011 2466 5170 

Oral 
mucosa 

2169 3792 5040 6915 1551 2846 2016 3944 1813 2765 

RBM 50 82 106 130 35 61 59 107 116 233 

Bone 
surface 

233 382 508 620 165 286 275 500 540 1082 

Lymph 
nodes 

66 120 197 242 54 87 87 130 189 245 

% 
organ 
dose 
decreas
e with 
TCM 
(Averag
e all 
organs) 

-41.7% -18.3% -39.6% -39.5% -37.1% 

 

1.8.2.2 Results of Study II. Are dose calculations reliable if the TCM is not 

simulated? 
 

Table 1.13 presents the results of the second study where absorbed organ doses, obtained with 

TCM acquisitions, are compared to those obtained with fixed current exposures under the same 

tube load (mAs).  

 

 
Table 1.13 Calculated absorbed organ dose values (TCM vs fixed, study 2) 

Organ 

Patient # 1 Patient # 2 Patient # 3 Patient # 4 Patient # 5 

TCM fixed TCM fixed TCM fixed TCM fixed TCM fixed 

Absorbed organ doses (µGy) 

Brain 145 132 155 142 53 48 172 165 1386 1395 

Skin 62 63 117 120 42 43 65 64 168 167 

Oesoph
agus 

47 47 67 59 28 22 35 33 66 66 

Eye lens 161 163 350 376 95 100 172 174 2647 2657 

Muscle 47 46 75 70 34 31 42 39 105 107 

ET 581 591 662 562 225 194 259 270 1009 1019 

Thyroid 71 71 292 253 90 80 36 35 96 96 

Salivary  
glands 

1472 1617 1654 1645 531 529 1503 1563 2466 2490 

Oral 
mucosa 

2169 2197 5040 5333 1551 1611 2016 2071 1813 1821 

RBM 50 48 106 100 35 34 59 53 116 116 

Bone 
surface 

233 246 508 481 165 148 275 281 540 543 

Lymph 
nodes 

66 62 197 187 54 53 87 78 189 188 

% organ 
dose 

0.2% 5.4% 6.8% 2.6% -0.4% 
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change 
(Averag
e all 
organs) 

 

1.8.2.3 Results of Study III. Preprogrammed TCM (‘Safebeam’) vs attenuation-

based TCM 
 

Figure 1.18 illustrates the attenuation profiles of the patient for the investigated protocols as 

calculated with the raytracing. The x-axis represents the projection angle with 0° corresponding 

to the AP projection and 90° to the lateral one. The y-axis represents the raytracing-based 

calculated attenuation 𝐴𝜃 values per projection. Table 1.14 demonstrates the reference 𝐴𝑟𝑒𝑓and 

𝑚𝐴𝑟𝑒𝑓  values. It is important to mention that the high 𝑚𝐴𝑟𝑒𝑓  value of the lower premolar 

protocol is due to the fact that the scan was carried out in high resolution mode compared to the 

other two protocols which were Normal resolution ones. The attenuation values in figure 1.18 

and the reference values in table 1.14 were used to calculate the TCM schemes based on 

equation 1.8. Figure 1.19 illustrates the smoothed TCM schemes for each FOV.  

 
Figure 1.18. Attenuation profile of the patient for the three different FOV - 

protocols 

 

Table 1.14. Attenuation and x-ray tube current reference values 

Protocol 𝐴𝑟𝑒𝑓  𝑚𝐴𝑟𝑒𝑓 

8x8 cm² 40.8 7.5 

5x5 cm² / lower premolar 46.9 13 

5x5 cm² / upper premolar 64.9 5.6 
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Figure 1.19. TCM schemes (𝑚𝐴𝜃 vs projection angle) or the 8x8 cm² protocol for 

different modulation strengths 

 

Based on the above  𝑚𝐴𝜃 values per projection and per modulation strength, each TCM curve 

was designed and employed to the code in terms of weighting factors, and organ doses were 

calculated for a total  𝑚𝐴𝑠𝑡𝑜𝑡,𝑇𝐶𝑀,𝐴𝐵 value for each case (eq. 1.9). The 𝑚𝐴𝑠𝑡𝑜𝑡,𝑇𝐶𝑀,𝐴𝐵  for each 

protocol and modulation strength are presented in table 1.15. 
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Table 1.15 X-ray tube load (mAs) for attenuation-based TCM exposures (for each protocol 
and modulation strength) and for ‘Safebeam’ 

α Safebeam 0 0.25 0.5 0.75 1 

8x8 cm² / Normal Resolution 

mAs 9.8 13.5 11.8 10.3 9.1 8.1 

5x5 cm² lower premolar / High Resolution 

mAs 41.3 56.2 46 38.2 32.1 27.3 

5x5 cm² upper premolar / Normal Resolution 

mAs 7.7 10.1 8.1 6.6 5.6 4.8 

 

Tables 1.16 – 1.18 present the calculated absorbed organ dose values for each case. 

 

Table 1.16. Absorbed organ doses for Safebeam and for attenuation based TCM schemes of 
different modulation strengths for the 8x8 cm² FOV Normal Resolution protocol 

TCM Safebeam α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1 

Organs Absorbed dose (µGy) 

Brain 86 112 98 88 79 70 
Skin 66 88 77 67 59 53 
Oesophagus 59 73 65 57 51 45 
Eye lens 159 220 190 166 146 128 
Muscle 47 60 54 47 41 38 
ET 274 371 322 281 247 218 
Thyroid 193 244 216 191 170 155 
Salivary  
glands 

1131 1573 1353 1169 1015 885 

Oral mucosa 1581 2179 1885 1641 1438 1267 
RBM 57 71 63 57 50 47 
Bone surface 262 332 295 262 237 214 
Lymph nodes 106 137 119 106 92 83 

 

Table 1.17. Absorbed organ doses for Safebeam for attenuation based TCM schemes of 
different modulation strengths for the 5x5 cm² FOV lower premolar High Resolution 

protocol 

TCM Safebeam α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1 

Organs Absorbed dose (µGy) 

Brain 96 126 106 89 76 66 
Skin 105 144 117 98 83 73 
Oesophagus 94 116 100 86 74 64 
Eye lens 124 172 140 116 96 82 
Muscle 62 78 66 56 48 43 
ET 667 871 727 614 522 450 
Thyroid 187 252 207 173 144 124 
Salivary  
glands 

2204 3100 2511 2058 1707 1435 

Oral mucosa 4043 5878 4694 3798 3115 2590 
RBM 76 93 78 68 59 53 
Bone surface 353 438 375 324 283 249 
Lymph nodes 174 232 193 155 136 117 
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Table 1.18. Absorbed organ doses for Safebeam and for attenuation based TCM schemes of 
different modulation strengths for the 5x5 cm² FOV upper premolar Normal Resolution 

protocol 

TCM Safebeam α = 0 α = 0.25 α = 0.5 α = 0.75 α = 1 

Organs Absorbed dose (µGy) 

Brain 18 22 19 16 14 13 
Skin 22 29 23 19 16 13 
Oesophagus 17 17 17 17 11 11 
Eye lens 32 43 34 26 22 18 
Muscle 15 19 16 14 13 11 
ET 190 227 194 169 154 138 
Thyroid 45 55 45 40 30 30 
Salivary  glands 242 308 245 198 162 135 
Oral mucosa 873 1194 927 737 600 500 
RBM 21 28 22 20 16 15 
Bone surface 96 121 99 84 72 64 
Lymph nodes 32 40 32 32 24 24 

 

1.8.3 Discussion and Conclusions 
 

Section 1.8 is dedicated to dose-related matters concerning the use of TCM in dental CBCT 

imaging. In a first study, a clinically employed TCM-system, the ‘Safebeam’ of NewTom VGi-evo, 

was tested against fixed-current-acquisitions, for image quality reasons set at the highest mA 

value of the TCM scan, for five different clinical protocols aiming to clarify and quantify radiation 

dose reductions with TCM. The results of this study in table 1.12 showed that there was a 

considerable organ dose reduction in all cases when protocols were performed with TCM. In the 

first case of a 7 year old male patient who underwent a cleft 8x5 cm² standard resolution exam, 

TCM resulted in an average organ dose reduction of 42%. The highest % dose decrease was for 

salivary glands (-47.3%, 1472 µGy with TCM vs 2793 µGy w/o TCM) while the lowest dose 

reduction was for brain (-36%, 145 µGy with TCM vs 226 µGy w/o TCM). Lower dose savings were 

observed in the second case of a 7 years old male who underwent an upper incisor 5x5 cm² High 

Resolution protocol. The average organ dose reduction was about 18% with the highest being for 

eye lenses (-28.3%, 350 µGy with TCM vs 488 µGy w/o TCM) and the lowest for ET tissue (-9%, 

662 µGy with TCM vs 727 µGy w/o TCM). A 40% average organ dose reduction was noticed in the 

case of an 8 years old male having undergone a standard 5x5 cm² upper incisor protocol. The 

highest dose reduction was again for eye lenses (-46%) while the lowest for oesophagus (-28 %). 

The same average dose reduction (-40%) was also observed in the case of a 10x5 cm² standard 

resolution cleft protocol to a 12 years old male patient. The maximum dose reduction was for 

salivary glands (-50%). Finally, in the case of the large-FOV face protocol, an average 37% organ 

dose reduction was observed. Overall, TCM leads to considerable organ dose reductions. It shall 

be mentioned that the study was based on the assumption that in a fixed current mode the 

scanner would operate with the tube current value which would provide an acceptable, noise-

free, image; as the AP is the highest attenuating projection which defines the overall noise level, 

the AP current value, as specified by the scannogram in a real scan, was selected to be the fixed 

current value in a hypothetical fixed –current operation mode. 

A more careful look into table 1.12 shows that the most highly irradiated organ for small and 

medium size FOVs is oral mucosa. Being segmented as the outline of the mouth cavity, oral 

mucosa is always in the primary field and is constantly irradiated throughout rotation. Salivary 

glands are also highly irradiated, yet the largest gland, i.e. the parotid, is not always totally 

included in the primary radiation field, and hence the dose is lower compared to oral mucosa. 

On the contrary, in the large 16x16 cm² face protocol where the parotid is inside the primary field 
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and is also subject to increased scatter radiation due to large field size, salivary glands receive 

the highest absorbed dose. In this case,  a huge increase in the dose to brain and to the lenses of 

the eye is also observed. This is due to the fact that the lenses are in the primary field and given 

the size of the 12 years old patient’s head, brain is also almost totally exposed to primary 

photons. The complex anatomy of the head and its influence on dose distributions do not allow 

to draw conclusions on organ dose reductions and their position in the head. Considerable dose 

reductions were observed for organs which are totally, partially, or not at all covered by the 

primary beam. As an example, thyroid and brain which are mainly exposed to scatter (brain is 

only exposed to primary photons in the face protocol), demonstrated substantial dose reductions 

in all cases. 

The second study compared organ doses between TCM and fixed mA schemes for the same total 

x-ray tube load settings (mAs). The objective of the study was to investigate whether MC dose 

calculations can still be reliable without simulating the TCM curve. The results in table 1.13 reveal 

that the average organ dose difference in all cases is within the range of the MC simulation 

uncertainty (~6%, section 1.4). This means that when it comes to the total energy that is 

deposited within the scanned volume, there is not any statistically significant difference that 

imposes the implementation of TCM for MC dose assessment. However, the low average organ 

dose % difference is also attributed to the fact that the non-application of the TCM curve has 

opposing results in individual organ doses. More specifically, in the first case (cleft palate, 7 years 

old), the implementation of TCM increases the dose to the brain by 10% while the dose to salivary 

glands decreases by the same amount. While a 10% difference can still be considered acceptable, 

a 17% increase is observed in the dose to ET (Patient #2) and an almost 28% increase in the dose 

to oesophagus (Patient #3). There is not any noticeable difference in organ doses between TCM 

and fixed technique (for the same mAs settings) for patients #4 and #5. Overall, the 

implementation of the TCM curve can be skipped when there is no available data. However, care 

shall be taken in cases where accurate dose calculations to individual organs are required. Lopez 

et al (2017b) reached the same conclusion investigating the necessity of rotational (x-y) TCM 

curve implementation to MC frameworks for accurate dose calculations in chest MDCT 

examinations. They suggested that accurate organ dose calculations (with a 10% tolerance) can 

be achieved when info of the z-modulation (i.e. the mAs per rotation) is provided in a 3D TCM 

modulation scheme. At the introduction of a new CBCT modality with TCM, at least one scientific 

study should be performed with full knowledge of the TCM scheme, to allow its justification. 

The aim of the third study was to investigate the ‘Safebeam’ TCM scheme of NewTom VGi-evo, 

a preprogrammed TCM technique based on a fixed mathematical formula, and to compare with 

theoretical attenuation-based TCM schemes derived with raytracing. Raytracing was centered 

around the clinical volume of interest for each clinical protocol, i.e. the centre of the mouth cavity 

for the 8x8 cm² and the upper and lower premolars for the 5x5 cm² FOVs and hence, the 

attenuation profiles (figure 1.18) were not symmetrical (as it would have been the case if the 

center of rotation was the centre of the head). The attenuation profiles also revealed that the 

maximum and minimum attenuation projections deviated slightly from 0° (AP projection) and 

90° (LAT projection) respectively. This was more pronounced in the upper molar 5x5 cm² protocol 

where there was a noticeable phase shift from 0° and 90°. The maximum attenuation in 

projections just before the AP (but not the AP) were due to the longest ray path of the beam 

along the denture and the upper part of the spine compared to the AP projection which resulted 

in a higher Aφ value compared to A0 (figure 1.20). In the same context, the minimum attenuation 

was observed slightly after the lateral projection (Aθ < A90). Even if this was a patient-specific 

outcome considering that patient anatomy may influence the above-mentioned remark, this case 

reveals that it is not always the AP projection which defines the maximum attenuation, and 

hence, the noise level of the image is mistakenly defined by the AP projection in systems which 

consider the AP as the most attenuating projection. 
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Figure 1.20. The ray paths in the AP and LAT projections (solid lines) and in the least and 

most attenuating ones (dashed lines) in the case of the 5x5cm² upper premolar FOV 

 

Figure 1.19 presents the attenuation-based TCM curves for different modulation strengths. Given 

that for the majority of the projections in all cases the ratio 𝐴𝜃 𝐴𝑟𝑒𝑓⁄  was < 1, the stronger 

modulation strength (α=1) resulted in lower mA values and hence, in lower overall exposure to 

the patient. In projections where the 𝐴𝜃 𝐴𝑟𝑒𝑓⁄  was >1, the mA increased with the modulation 

strength, yet this was observed in only a few projections out of the 360 involved in a full rotation, 

i.e. in 5x5 cm² upper premolar protocol (figure 7) where the peak mA values surpassed the 

reference mA value. For these cases we verified with the company that the generator is powerful 

enough to operate properly. 

The dose results of the study are presented in the tables 1.16-1.18. The organs which received 

the highest doses were the oral mucosa and the salivary glands. These are the only radiosensitive 

organs which are entirely or partially irradiated by the primary beam and which are totally 

included in the voxel model. RBM, bone surface, muscles, oesophagus and skin were partially 

irradiated; their mass fraction in the scanned volume was very small compared to their 

distribution in the entire body and therefore the doses were low. The rest of the organs (thyroid, 

brain and the eye lenses) were outside the field and they were only exposed to scatter radiation.  

In all cases, organ doses decrease with increasing modulation strength with the lowest doses 

being observed for a=1 which provides constant noise in all projections and the highest ones for 

a=0 which denotes no modulation at all (Li et al 2014). Comparing attenuation-based TCM vs 

fixed current schemes, there was an average dose decrease of 12% for a=0.25 and 39% for a=1 

in the case of the 8x8 cm² protocol. The largest decrease was observed in the dose to salivary 

glands (14% and 44% respectively for a=0.25 and a=1). In the case of the 5x5 cm² lower premolar 

protocol the average dose decrease with a=0.25 was 17% and 49% with a=1. The largest dose 

decrease was observed in oral mucosa (20% and 56% respectively for a=0.25 and a=1). In the 

case of the upper premolar protocol, the average dose reduction was 21% with a=0.25 and 46% 

with a=1, with oral mucosa showing again the largest dose decrease. The preprogrammed TCM 

scheme which is employed by the manufacturer resulted in an average dose decrease of 23% in 

the case of the 8x8 cm² protocol (max decrease = 28% for salivary glands), in 24% decrease in the 

5x5 cm² lower protocol (max decrease = 31% for oral mucosa) and 20% in the 5x5 cm² upper 

premolar FOV (max decrease = 27% for oral mucosa). 
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When the centre of the FOV was positioned centrally, i.e. along the midline of the mouth cavity 

as in the case of the 8x8 cm² FOV, the preprogrammed TCM scheme resulted in organ dose values 

close to attenuation-based TCM ones of α=0.5. This was not any more the case when the FOV 

had an off-center- offset position. For the 5x5 cm² lower premolar protocol, the preprogrammed 

TCM organ dose values were laying between those obtained with α=0.25 and α=0.5 whereas for 

the upper premolar protocol they were very close to α=0.25. Therefore, there is a clear influence 

of the position of the FOV on the dose response of the preprogrammed TCM system. This can be 

partly explained by the nature of the preprogrammed schemes. They may be based on the 

prescan acquisition exposures which define the limiting mA values of the real scan, yet the 

mathematical formula which provides the mA per projection can never identify and account for 

the position of the FOV inside the head. The nature of most preprogrammed schemes is such 

that the they always consider the centre of the head as the centre of the scanning volume. The 

inability of the preprogrammed TCM scheme to detect the centre of rotation may also have an 

influence on image quality. Since it is impossible for any mathematical formula to consider an 

offset position of the FOV, the system will falsely provide lower mA values to what is required for 

the highest attenuating projections and higher exposures for the lower attenuating ones.  

Attenuation-based TCM systems are more faithful towards patient-specific optimization of 

exposures. However, they require more sophisticated and powerful generators which are 

currently not available or they are very expensive for dental CBCT scanners. The use of 

preprogrammed TCM schemes offers an alternative solution which, as proved in this study, can 

considerably reduce the dose to patients compared to fixed current techniques which are 

currently used in most scanners. 
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CHAPTER 2 

Development of a paediatric head and neck voxel model 
database for MC dose studies 
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2.1 Introduction 
 

Anthropomorphic phantoms which mimic the anatomical features of human body have always 

been useful in all scientific fields where radiation exposures are involved. Either in a physical or 

in a computational form, these phantoms, as also called ‘models’, have been employed to 

optimize exposures, to calculate organ doses and to subsequently estimate the radiation induced 

risk. The use of thermoluminescent dosimeters (TLDs), positioned in organ-specific locations 

within the phantoms, has been a traditional dosimetry method in medical imaging for many 

years. However, this approach is expensive and time consuming as it requires the proper 

equipment (dosimeters and phantoms representing the population of the study) and the 

application of a large number of TLDs to perform trustful measurements. Furthermore, since the 

TLD placement at each organ occurs in the dedicated dosimetry holes which occupy a small 

region and not the entire organ, extrapolation from these punctual measurements to organ 

doses is difficult. In practice, the doses to radiosensitive organs like salivary glands, oral mucosa 

and extra thoracic tissues (ETs) are in most cases calculated from the dose to surrogate or 

substitute organs. Moreover, the paediatric physical phantoms which are available nowadays, 

represent specific age categories (newborns, 5 and 10 years old), and hence they don’t represent 

the entire paediatric population since they do not adhere to the rapid changes in organ shape, 

mass and size which take place in early childhood. Monte Carlo (MC) dose simulation studies with 

the use of computational phantoms is a software alternative approach for organ dose 

calculations, and the method adopted in present manuscript.  

In the first generation of computational phantoms mathematical equations were employed to 

describe and mimic human anatomy: elliptical cylinders for trunk and arms, circular cones for 

legs and feet, a cylinder followed by an elliptical cylinder to represent neck and head, ellipsoids 

for breast (figure I5). Advances in medical imaging technology and the advent of 3D imaging 

resulted in the development of more sophisticated and more realistic voxel phantoms. Over the 

last fifty years, an exponential growth of computational phantom research in radiation 

protection, imaging and radiotherapy has been realized (Xu 2014). 

Among the voxel phantoms and at the moment of the launch of present project there were only 

a few candidates for paediatric applications of head and neck MC dose studies (Caon et al 1999, 

Nipper et al 2002, Lee et al 2003, 2005, Smans et al 2008, Christ et al 2010, Gosselin et al 2014) 

and we therefore decided to build our own models. There is an intrinsic difficulty in building 

paediatric voxel models. It starts with the difficulty to retrieve whole body or whole head and 

neck paediatric CT scans of sufficient quality (scans from PET-CT or SPECT-CT and taken for 

attenuation correction, would typically not be of a sufficient level). The voxelization procedure 

consists of concrete steps-tasks. However, paediatric voxel models differ between each other: in 

gender and age; in the design methodology as most of them are based on paediatric image 

datasets, yet in some cases they may emanate from adult models deformation (Nagaoka et al 

2008); even in the number of segmented tissues and organs. The shortcoming of non-segmented 

organs/tissues in a model is usually circumvented in dose studies by specifying and estimating 

the dose to substitute organs, i.e. the tongue has been reported as a surrogate for the salivary 

gland (Zhang et al 2013a); the absence of oral mucosa has been encountered by splitting the 

weighting factor to the rest remainder organs (Zhang et al 2013a): blood vessels, muscles alone 

or in combination with residual tissue have been used as surrogate for lymph nodes (Ferrari et al 

2005, Lee et al 2007, Petoussi-Hens et al 2012); pharynx and larynx for the extra thoracic region 

(Tian et al 2014). Furthermore, most of these models are not publicly available and have been 

developed to fulfill the research purposes of individual groups.  
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As a consequence, pediatric dosimetry in dental CBCT is challenging. On one hand there is a lack 

of appropriate pediatric phantoms for dose assessment studies as most of them, either physical 

or computational, are not detailed in terms of segmented organs. Furthermore, organ doses, 

especially in dental CBCT imaging, are age-dependent, i.e. the smaller the size the higher the 

irradiated fraction by a given radiation field size (and hence the higher the dose) and hence, 

pediatric population cannot be represented by one average model. A database of age and 

gender-specific head and neck models is required. The aim of this study was to develop a head 

and neck voxel model database, for both male and females, that covers the entire age range of 

the paediatric population.  

Dedicated (complete full head and neck) models cannot be based on dental CBCT image datasets 

due to the restricted size of most FOVs. Critical radiosensitive organs, such as the thyroid which 

is one of the most radiation-sensitive organs in the head and neck region (Pauwels et al 2012a, 

Ludlow et al 2015), are usually not included in dental CBCT image datasets, yet their dose 

assessment is essential since they may receive high dose due to scatter. Furthermore, CBCT 

images lack the required low contrast resolution which would enable accurate organ 

segmentation. Therefore, we decided for the design of voxel models based on MDCT datasets 

rather than CBCT ones.  

There is however a challenge when MDCT-based voxel models are used in dental CBCT MC dose 

studies: voxel phantoms retain all geometric characteristics of  the initial MDCT scan. Due to the 

head support accessory which is mounted on a MDCT scanner, the head of a patient is slightly 

inclined to the front. This inclination is preserved throughout the voxelization procedure and the 

resulting voxel model appears with its Frankfort plane tilted to the front. As in dental CBCT scans 

the Frankfort plane is always horizontal, a method to correct for the inclination and to establish 

an horizontal Frankfort plane in the models is also presented in this chapter. A MC dose 

assessment study is also conducted to examine organ dose differences between males and 

females of the same age.  

 

2.2 Methods and Materials 
 

Seventeen head and neck MDCT image datasets were retrieved from the Picture Archiving and 

Communicating  System (PACS) of our hospital and used for voxel model creation. Twenty two 

organs were segmented in each dataset. The same voxelization procedure was followed for each 

model.  The segmented organ masses were compared to the respective age and gender specific 

ICRP reference mass value. To do so, interpolation algorithms were applied to ICRP 89 (2002) 

reference mass values to extract reference values for each age and gender category; the 

segmented masses were subsequently adapted to the reference ones. Adjustments were made 

such that segmented and reference mass values coincide within a tolerance of 10%. This was to 

correct for any segmentation errors and to ultimately create age and gender reference models. 

The voxelization procedure was based on the training course from the 2nd EURADOS (European 

Radiation Dosimetry Group) school on voxel phantom development and implementation for 

radiation physics calculations.  

 

2.2.1 Selection of MDCT image datasets 
 

Each image dataset had to strictly meet several requirements to get eligible for voxelisation. A 

first prerequisite was that the scanned volume should have been imaged in one sequence to 

guarantee uniform z-resolution across the image volume. When the volume is scanned in more 

than one sequence, i.e. as it is often the case in head MDCT imaging (two sequences for head 

base and cerebellum), the slice thickness (z-collimation) which defines the z-resolution of the 
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resulting voxel model is different. Apart from ending up in a voxel model with a non-uniform z-

resolution, there is also a potential risk that anatomical regions in the stitching region of the two 

sequences overlap.  

Only full head CT acquisitions, from the crown of the head up to at least the C5 spinal segment, 

were scored eligible. This was to ensure that the thyroid would at least be partially included in 

the voxel models. Furthermore, image datasets with severe artefacts and those of patients with 

severe trauma injuries or distortions in the face were rejected.  

For each qualified dataset, the occipitofrontal circumference was measured. This was to check 

whether the circumference of each model was in accordance with the respective reference 

values for each age category: only those heads whose circumference was calculated to be within 

the 3th and 97th percentile of the reference circumference values were qualified (Rollins et al 

2010). The circumference was estimated by calculating the area of the head at the respective 

image plane in ImageJ (version 1.48 x Java 1.6, National Institutes of Health, USA) and by 

subsequently assessing an effective diameter and an effective circular circumference. 

 

2.2.2 Segmentation procedure 
 

Each MDCT image dataset was uploaded to ImageJ to create a corresponding initial image tiff 

file. The image stack was at first cleaned to get rid of any non-anatomy related features, such as 

the table of the scanner in the Field of View (FOV). A whole head mask was created by converting 

the stack of images to 8-bit binary ones. The skin was obtained as a one-voxel thick outline of the 

mask. Air cavities,the sinuses, bone-skeletal mixture, mandible and teeth were all segmented in 

a semiautomatic way by thresholding the grey values of these organs. Blood (arteries), brain, 

cartilage, connective tissue, oesophagus, eyes, eye lenses, fat, muscle, extra-thoracic tissue (ET), 

spinal cord, tongue, trachea, thyroid, salivary glands and oral mucosa were segmented manually 

by delineating each organ on an image by image basis. The extra-thoracic tissue was segmented 

as the outline of the pharynx and the larynx, whereas the oral mucosa was considered to be the 

outline of the mouth cavity. The spongiosa and the cortical bone were segmented as a uniform 

skeletal mixture. The resolution of most CT scanners nowadays is not adequate to allow for the 

segmentation of the medullary cavities where the red bone marrow (RBM) resides. Therefore, 

RBM was not segmented and was not included in the voxel models, yet the dose to RBM can be 

calculated in an indirect way, as mentioned in the following paragraphs. A particular grey value 

and identification number was given to every voxel of the same organ. The organs were added 

one by one to build the voxel model. After each organ had been segmented, any unsegmented 

regions which have not  been attributed to any organ, were named residual tissue. Figure 2.1 

illustrates the segmentation process in a specific slice of the 12 year old female model.  
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Figure 2.1 Segmentation procedure, upper row: the initial image (left) gets rid of non-
anatomical features (middle) and a whole mask is created. Middle row: organs segmented 
one by one. Bottom row: When organ segmentation is over, each organ is given a different ID 
(grey value) and they are superimposed to the whole mask to create the voxel model 

 

2.2.3 Matching with reference values 
 

Each segmented organ mass was calculated by multiplying the number of segmented voxels by 

the voxel volume and the respective organ density obtained from ICRP publication 110 (2009). 

The segmented masses were compared to reference mass values published in ICRP publication 

89 (2002) to investigate the magnitude of deviations from reference values. Due to the fact that 

the reference values are only available for newborns, 5, 10,15 years old and adults, a shape 

preserving algorithm was fitted to ICRP values in Matlab (version 7.12.0.635, R2011a, MathWorks 

Inc) to extract reference data for the entire paediatric age range.  For those organs entirely 

located in the head region such as brain, eyes, eye lenses, salivary glands, teeth and tongue, the 

number of voxels was adjusted by adding to or removing voxels from the periphery of the 

segmented organ until the segmented mass matches the corresponding value within ±10 %. For 

oral mucosa, we only tried to keep an increasing mass pattern with increasing age, as reference 

values do not exist. For organs partially found in the head, the ratio of the segmented 

organ/tissue mass in the head to the respective total organ mass in the body was calculated. The 

skin segmented surface was calculated by multiplying the surface area of each voxel, i.e. the 

product of the in-plane and the z-voxel size, with the number of the segmented skin voxels. The 

ratio of the segmented to the total skin surface was calculated. The total skin surface of a human 

of the respective age and gender was calculated based on a formula described by Haycock et al 

(1978). The formula requires reference weight and height values which were obtained by the 

World Health Organization (WHO 2007).  

 

2.3 Results 
 

Eight image datasets of males, aged from three to twelve years old, and nine datasets of females, 

aged from two months to fourteen years old, fulfilled the requirements to undergo the 
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voxelization procedure. Table 2.1 lists the characteristics of each dataset. These characteristics 

are preserved throughout the voxelization procedure and hence they can also be considered as 

the specifications of the resulting voxel models. The in-plane resolution corresponds to the x-y 

voxel size of the CT scanner and the z-resolution to the distance between two consecutive 

reconstructed images. Specific names were given to each model.  Figures 2.2 and 2.3 depict the 

head circumference of the head voxel models embedded to specific growth curves. In all voxel 

models, the head circumference lies between the 3th and 97th percentile. 

 

Table 2.1. Specifications of the voxel models 
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3 0.41 1.9 512 92 47.9 

Dejan 5 0.22 2.75 1024 60 50.5 

Joris 6 0.49 1.95 512 108 52.1 

Guozhi 7 0.21 3 1024 64 51.4 

Peter 8 0.62 0.7 512 330 51.3 

Benjami
n 

9 0.43 0.6 512 370 50.8 

Andrew 10 0.49 0.6 512 342 53.7 

Mike 12 0.49 2 512 126 52.3 

Lina 

Fe
m

al
es

 

2 months 0.33 2 512 77 37.2 

Demi 5 0.41 0.6 512 355 49.2 

Viktoria 6 0.43 2 512 113 49.3 

Xoch 8 0.49 3 512 76 52.2 

Louisa 10 0.45 0.7 512 305 50.2 

Hilde 11 0.43 2 512 99 53.9 

Vivian 12 0.41 1 512 230 51.8 

Irene 13 0.45 0.6 512 367 53.2 

Georgia 14 0.49 2.05 512 113 55.8 
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Figure 2.2 Head circumference of the male paediatric head voxel models (red dots) shown 

on the reference curve (background diagram from Rollins et al 2010) 
 

 
Figure 2.3 Head circumference of the female paediatric head voxel models (red dots), shown 

on the reference curve (background diagram from Rollins et al 2010) 

 

Table 2.2 presents the mass values of the segmented organs. Next to each organ, the respective 

reference mass value, as extracted by fitting an interpolation algorithm to ICRP reference values, 

is also listed along with the percentage difference between them (%∆). Table 2.3 depicts the 

segmented mass values of the organs which are partially located in the head along with the 

respective segmented fraction to the total mass of the organ in the entire body. Some organs are 

not radiosensitive according to ICRP 103, but they have been segmented anyway and are 
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included in our voxel models ( table 2.4). The extracted reference values correspond to the set 

year + sixth months, as this was thought to be closest to the real age. As an example, for the 9 

year old model the reference values were calculated for 9.5 years. Figure 2.4 displays the 3D 

contour of four of our voxel models. 

 

 

 
Figure 2.4 From the left to the right: Dejan, Guozhi, Xoch and Vivian. 
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Dejan 5 1353 1324 2.2 10.8 11.2 -3.6 0.3 / / 16.2 

Joris  6 1465 1350 8.5 10.7 11.4 -6.2 0.35 / / 11.6 

Guozhi 7 1503 1370 9.7 10.5 11.6 -9.5 0.33 / / 14.6 

Peter 8 1464 1385 5.7 10.7 11.7 -8.5 0.3 / / 19.4 

Benjamin 9 1527 1396 9.4 12.4 11.9 4.4 0.37 / / 16.3 

Andrew 10 1396 1403 -0.5 13.1 12.1 8.3 0.3 / / 24 

Mike 12 1494 1410 6.0 13.2 12.4 6.3 0.36 / / 18 
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2months 640 590 8.5 6.6 6.3 4.3 0.13 0.13 -1.5 7.3 

Demi 5 1264 1187 6.5 12.2 11.2 8.9 0.31 / / 12 

Viktoria 6 1306 1196 9.2 11.4 11.4 -0.5 0.27 / / 12.9 

Xoch 8 1325 1208 9.7 11.2 11.7 -4.0 0.34 / / 16.9 

Louisa 10 1330 1227 8.4 12.3 12.1 1.8 0.37 / / 18.6 

Hilde 11 1329 1245 6.7 13.4 12.3 8.9 0.3 / / 18 

Vivian 12 1215 1267 -4.1 13.3 12.4 7.3 0.35 / / 19.1 

Irene 13 1214 1276 -4.9 13.4 12.4 8.4 0.35 / / 14.2 

Georgia 14 1410 1298 8.6 13.7 12.9 5.8 0.37 0.4 -7.5 19.1 
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3 28.3 31.3 -9.5 10.7 11.4 -6.0 16.6 16 3.8 34.2 

Dejan 5 35.7 35.1 1.7 18 16.4 9.6 21.8 20.2 7.7 58.2 

Joris  6 34.2 36.9 -7.5 18.5 19.3 -4.1 20.5 22.5 -9.1 44.7 

Guozhi 7 36.5 38.6 -5.3 24.5 22.3 9.7 27 24.9 8.2 45 

Peter 8 37.2 40.6 -8.3 23 25.4 -9.6 25.2 27.5 -8.2 24.1 

Benjamin 9 39.4 42.7 -7.7 26.2 28.5 -8.0 28.4 30.4 -6.6 40.8 

Andrew 10 46.1 45.6 1.1 28.9 31.5 -8.2 37 33.8 9.6 36.6 

Mike 12 50.6 54.8 -7.7 38.5 38.1 1.2 38.7 42.7 -9.4 66 

Lina 

FE M
A

LE
S 2months 12.5 12.7 -1.8 2.3 2.1 7.6 6.4 5.8 9.7 9.6 

Demi 5 32.5 35.1 -7.4 14.9 16.4 -9.2 22.1 20.2 9.6 33.8 
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John  

M
A

LE
S 

3 943 0.14 1.0 0.15 295 0.08 134 0.86 0.6 0.24 

Dejan 5 1011 0.13 1.7 0.16 313 0.06 103 0.52 0.6 0.18 

Joris  6 1253 0.15 2.7 0.22 462 0.07 90 0.39 1.0 0.21 

Guozhi 7 1202 0.13 1.8 0.13 430 0.06 90 0.38 0.8 0.15 

Peter 8 1295 0.2 1.6 0.11 539 0.06 121 0.49 0.7 0.11 

Benjamin 9 1359 0.13 2.7 0.16 548 0.06 126 0.46 1.0 0.14 

Andrew 10 1291 0.12 1.8 0.09 452 0.04 105 0.36 0.7 0.09 

Mike 12 1518 0.12 5.4 0.23 655 0.04 104 0.30 1.8 0.19 

Lina 

FE
M

A
LE

S 

2months 720 0.24 0.6 0.19 225 0.20 12 0.20 0.4 0.24 

Demi 5 1301 0.17 1.5 0.14 455 0.08 104 0.52 0.6 0.17 

Viktoria 6 1249 0.15 3.5 0.29 496 0.07 117 0.52 1.5 0.33 

Xoch 8 1327 0.14 2.1 0.14 395 0.05 111 0.40 1.0 0.15 

Louisa 10 1347 0.12 2.0 0.11 491 0.04 134 0.46 0.9 0.11 

Hilde 11 1249 0.10 2.2 0.10 592 0.05 146 0.46 1.0 0.11 

Vivian 12 1312 0.10 2.8 0.12 574 0.04 138 0.41 1.6 0.14 

Irene 13 1232 0.09 2.3 0.09 461 0.03 121 0.35 1.4 0.13 

Georgia 14 1459 0.10 2.2 0.08 653 0.04 136 0.38 2.2 0.20 

Table 2.3 Mass values of organs which are partially present in the head and neck region and their 

segmented fraction 

 

 

 

 

 

 

 

Viktoria 6 38.8 36.9 5.2 20.1 19.8 1.5 20.5 22.6 -9.2 32 

Xoch 8 36.8 40.6 -9.3 28.3 26.5 6.6 27.8 27.6 0.5 47.7 

Louisa 10 40.3 44 -8.4 32.2 30.7 4.8 31.3 33.8 -7.3 38 

Hilde 11 52.6 49.6 6.0 34.9 31.8 9.6 39.5 38 3.9 51.5 

Vivian 12 55.8 54.5 2.4 35.8 32.9 8.8 38.9 42.4 -8.3 48.8 

Irene 13 49.4 54.5 -9.4 36.2 33.5 8.1 38.5 42.7 -9.8 50 

Georgia 14 58.9 63.6 -7.4 38.3 35.5 7.9 51.4 48.9 5.0 66 

Table 2.2  Segmented mass values of organs which are entirely present in the head; the respective reference 

values were extracted by fitting a shape preserving interpolation algorithm to ICRP 89 reference mass values 

that are available for specific age categories; the percentage difference between the mass values is also listed 
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John  

M
A

LE
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3 0.02 12.7 411 32.8 218 169 16.1 3.2 25.9 

Dejan 5 0.05 16.1 629 9.9 437 155 14.3 3.1 1.4 

Joris  6 0.02 22.1 897 44 309 272 19 3.6 0.0 

Guozhi 7 0.04 15.3 654 13.5 550 203 20.5 3.1 19.3 

Peter 8 0.03 29.1 956 12.5 213 170 23.3 1.9 10.4 

Benjamin 9 0.04 35 852 21.4 594 142 43.5 1.7 10.6 

Andrew 10 0.06 29 801 23.8 681 367 21 1.9 16.0 

Mike 12 0.07 40 768 23.4 770 263 41.8 3.1 6.4 

Lina 

FE
M

A
LE

S 

2months 0.005 3.6 164 7.3 76 171 7.7 0.9 3.3 

Demi 5 0.03 27.8 702 11.9 508 264 14.8 3.1 5.2 

Viktoria 6 0.06 16.8 784 11 604 188 18.8 3.6 7.7 

Xoch 8 0.06 22.4 952 19.7 779 140 28.3 2.6 3.2 

Louisa 10 0.06 30.3 813 21 899 160 37.7 2.3 6.1 

Hilde 11 0.05 35.6 784 21.1 738 125 30 2 5.3 

Vivian 12 0.06 39.2 802 23.4 772 213 31.1 2.2 3.9 

Irene 13 0.06 41.2 614 20.5 442 313 29.2 2.3 3.9 

Georgia 14 0.07 29.5 793 26.1 868 179 35.2 2.8 2.1 

Table 2.4 Segmented mass values for the rest of the organs which are present in the voxel 

models 

 

 

2.4 Discussion 
 

The aim of this work was to develop a family of reference paediatric voxel models, dedicated for 

MC dosimetry simulation studies of head & neck and dental acquisitions. The motivation of this 

study was to approximate as accurately as possible the radiation organ doses and subsequently 

the radiation induced risk for paediatric patients undergoing diagnostic medical exposures, 

mainly in dental CBCT imaging. Seventeen voxel models were finally designed, covering the 

greater part of the paediatric age range for both genders. 

There were intrinsic difficulties in retrieving image datasets, suitable to undergo the voxelisation 

procedure. First of all, paediatric head and neck CT imaging is a rare examination; it is considered 

a high radiation risk diagnostic procedure and has been replaced, whenever this is feasible, by 

lower radiation risk imaging techniques. Furthermore, there were a few datasets of severe 

trauma patients with broken jaw(s) that were rejected along with datasets with severe beam 

hardening and metal artefacts in the dental region. Since the ultimate target was to create a 

database of average-reference models, we decided to keep only those image datasets where the 

head circumference was within the reference age-specific circumference values. 

Twenty two organs were segmented on an image by image basis. The masses were matched as 

closely as possible to mass reference values. The most corrections in terms of adjusting the 

number of voxels to get the proper mass values were applied to teeth. This was due to the fact 

that that teeth were initially segmented in a semi-automated thresholding way which was 

attributing extra voxels to teeth; due to the fact that teeth are high density structures, even a 
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small number of extra voxels assigned as teeth leads to large deviations from the reference mass 

values. We adjusted the number of teeth voxels by assigning the inner outline of the teeth to the 

tongue which is usually in contact with the teeth. The oral mucosa was segmented as the outline 

of the mouth cavity, yet the parotid gland can also be used as a substitute organ to estimate the 

dose to oral mucosa. The segmented salivary glands include the parotid, the sublingual and the 

submandibular glands; all of them were given the same identification (ID) number. However, it 

is straightforward to assign different IDs to each of them such that the dose to each gland can be 

individually calculated. 

The current resolution of CT images, even when obtained with the most recent state of the art 

MDCT scanners, poses limitations to the segmentation of specific tissues and organs in the head 

region. The in-plane (x,y) voxel size is too large compared to the thickness of the skin layer and 

to that of the extrathoracic (ET) tissue. The radiosensitive wall of the ET1 region (nasal vestibule) 

is a squamous epithelium layer which is 50µm thick; the wall of the ET2 region, i.e. the wall of 

posterior nasal passages, larynx, pharynx and mouth, has an average thickness of 65µm (mucous 

layer and stratified squamous epithelium) according to ICRP 89. By contrast, the lowest in-plane 

dimension of our images is 210µm . The skin was segmented as a one-voxel thick outline of the 

total head frame and the ET tissue as a one-voxel thick outline of the related tissues. Due to the 

relatively large voxel sizes, the segmented masses of the skin and the ET region are unavoidably 

overestimated. To extract the segmented fraction of these tissues, the segmented surface rather 

than the segmented mass was used.  

The limited image resolution of CT images impedes also the segmentation of the RBM. It would 

be feasible in high resolution images to distinguish the spongy and the cortical parts of the 

segmented bones, however, it is impossible to segment the medullary cavities in the trabecular 

bone where RBM is present. Therefore, in order to follow the same segmentation strategy for 

each of our phantoms, we decided to segment the cortical bone and the spongiosa as a unified 

skeletal mixture and apply the well-established 3 factor approach to approximate the dose to the 

RBM (Kramer et al 1982, Lee et al 2006); the method, also called the Mass Energy Absorption 

Coefficient (MEAC) method, scales the energy deposited to the skeletal mixture by the ratio of 

the mass energy absorption coefficients of RBM to skeletal mixture (factor 1), by the RBM mass 

fraction in the skeletal mixture (factor 2) and by the King-Spiers dose enhancement factor (factor 

3). 

 

2.5 Conclusions 
 

A family of paediatric head and neck voxel models, dedicated for MC dose studies, was 

developed. It consists of seventeen male and female models, each including 22 segmented 

organs. Each organ mass has been adjusted to reference values with a tolerance of 10% and 

hence it represents an age and gender-specific average model.  

2.6 APPENDIX 1: Applying corrections to voxel models to establish an 

horizontal Frankfort plane 
 

As already mentioned, the voxel model database, like most of the voxel models in literature, is 

based on MDCT image datasets. When a patient is laying on the table of a MDCT scanner to 

undergo a head exam, the head is positioned into a head support module which creates an 

inclination that is preserved to the final model. This drawback has already been pointed out in 

literature for the ICRP reference female voxel model, where a cephalometric analysis revealed 
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that a rotation of 17° is necessary to bring the phantom to an alignment with the horizontal plane 

(figure 2.5) (Ludlow et al 2015). 

 

 
Figure 2.5 The ICRP female voxel model needs to be rotated upwards by 17° to 

establish an horizontal Frankfort plane 
 

However, for MC dose studies, merely applying rotation corrections does not solve the 

horizontality issue as it may lead to overestimating organ doses: If mere rotation corrections are 

applied, organs get even closer to the x-ray tube. They shall be accompanied by  translation 

corrections, both towards the source-detector axis and the vertical axis. This is to ensure that the 

centre of the FOV coincides with the  centre of the clinical volume of interest after rotation 

corrections have been applied. 

The aim of this study is to describe a technique for applying the appropriate rotation and 

translation corrections to voxel phantoms and to calculate and compare organ doses delivered 

to the initially unrotated and the geometrically corrected voxel phantoms for common dental 

CBCT protocols in two different scanners.  

 

2.6.1 Methods and Materials 
 

Four voxel phantoms were included in the study: the ICRP reference adult female (ICRP AF) 

phantom and three in-house developed phantoms, i.e. Joris, Peter and Vivian. The initial version 

of the ICRP phantom was modified such that only the first 59 images out of the initial 346 images, 

from the crown of the head until the shoulder region, were used. The resulting head voxel volume 

consisted of 56 segmented organs, each with a different identification number (ID). To increase 

the simulation efficiency, some of these organs were merged together to finally obtain a head 

voxel model of 37 organs. To this end, any separately-segmented organ of the brain was given a 

unified ID and was considered to be part of the same organ, i.e. brain; the right and left parts of 

some organs were merged to one (lung, eyes, eye lenses, salivary glands. The elemental 

composition and the density of each organ were derived from ICRP 89 (ICRP 2002) and from 

Woodard and White (1986). The technical specifications of the ICRP female voxel model and the 

three in-house built models have already been presented in sections 1.7.1 and 2.3 respectively. 

After loading each voxel model into Matlab, an algorithm was written to count the number of 

voxels corresponding to each segmented organ (base line) and used afterwards to investigate for 

potential organ overlaps during the rotation process. Since axial MDCT images constitute the 

basis upon which the voxel models were built, the resulting head models emerged as a stack of 

axial images. However, the Frankfort line correction implies an upward lifting of the head, most 

appropriately illustrated as an upward rotation in the sagittal plane. To this end, a sagittal stack 

of images for each head model was composed from the original axial dataset.  

The transformation of axial images to sagittal ones led the in-plane 2D image isotropic resolution 

to collapse. As indicated in phantom technical specifications (chapter 1.7.1 and table 2.1), the 

original voxel in-plane resolution is isotropic, i.e. the axial voxel (x, y) dimensions are equal, yet 
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the third voxel z-dimension, determined by the slice thickness, is always different. The formation 

of sagittal images involves the transformation of (x, y, z) images to (z, x, y). The first two 

coordinates of the dataset indicate the in-plane coordinates and the third specifies the slice 

thickness direction. Since the x and z- voxel dimensions are always unequal the sagittal images 

appear to be stretched or squeezed when displayed. The latter fact posed a challenge towards 

accurately identifying the Frankfort line.  

To overcome the latter shortcoming, each sagittal stack was resized such that the new in plane 

(z, x) voxel dimensions get equal. To avoid assigning organ ID numbers to anatomical regions 

which did not correspond to the respective organs during the resizing process and to avoid 

potential organ overlaps, the nearest-neighbor interpolation method was employed in Matlab. 

The central sagittal image of each stack was extracted and the Frankfort line for each voxel model 

was determined. To obtain the correction angle, the central sagittal image of each voxel phantom 

was rotated to various angles and each time the Frankfort line was being checked against 

horizontality. Once the correction angle had been defined, each entire sagittal stack was rotated 

on an image by image basis. To preserve the number of voxels of each organ, i.e. to uphold the 

number of voxels assigned with the same ID, and in order to preserve the size in the rotated 

image, the nearest-neighbor interpolation method and the cropping function in Matlab were 

employed. The final step included the conversion of the rotated sagittal stacks back to axial ones, 

such that they would be given a format suitable to the Monte Carlo (MC) platform which was 

used for the dose comparison study. To this end, the rotated sagittal stack was first resized to 

the original voxel dimensions and was afterwards converted to an axial one. The algorithm that 

was initially employed to count the number of organ voxels in the original unrotated phantoms 

was applied to the rotated versions. The organs whose number of voxels was slightly different 

between the original and the rotated versions were manually tracked on an image by image basis 

and minor adjustments were carried out such that the organ volume remained constant. 

The abovementioned rotation corrections to establish an horizontal Frankfort plane should be 

accompanied with translation adjustments. When a voxel phantom is loaded into a MC platform, 

it is initially positioned with its volumetric centre at the Source to Axis of rotation distance SAD 

(figure 2.6, point A, upper image). Point A is still at the same position after rotation corrections 

have been applied. In a clinical dental CBCT case, the patient is positioned in such a way that the 

centre of the scanning volume of interest is placed as accurately as possible around the centre of 

rotation. The protocols that were examined in the study aimed to image the entire denture of 

paediatric patients. The original unrotated stacks were therefore shared with a paediatric dentist 

with the request to indicate the volume of interest and to define its central point (figure 2.6, 

point B,  upper image, figure 2.7). Due to the fact that point B is the centre of the clinical volume 

of interest, in order to do MC dose calculations, the geometric adjustments would have to be 

applied to shift the centre of rotation from point A to point B. To get point A coincide with point 

B, a downward translation of point A, indicated by the yellow arrow in fig.2.6 (i.e. equivalent to 

an upward translation of the phantom towards point A), followed by a translation to the front 

(i.e. equivalent to a backward translation of the phantom), were required.  

If identical translation adjustments were applied to the rotated phantoms, point A would not 

have reached point B, but would have attained point C (fig 2.6, lower image). In other words, 

translation corrections are required such that the imaging volume of interest does not shift to 

adjacent anatomical regions after rotation. To image the same volume of interest, the rotated 

phantom should move a step back (i.e. further away from the x-ray tube) and a step down such 

that point C coincides with point B. To quantitatively assess the front-back translational 

corrections ycor, the geometry in figure 2.8 was considered. When rotating the phantom by a° 
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(rotation correction), the line segments OB and OC can be regarded as radii of a circle whose 

centre is point O. The following mathematical formula was then applied: 

 

𝑦𝑐𝑜𝑟 = 𝑂𝐵 − 𝑦𝑐 = 𝑂𝐶 − 𝑦𝑐 = 𝑦𝑐 ∗  
1−cos 𝑎

cos 𝑎
      (eq. 2.1) 

 

  
Figure 2.6 Point A is the centre of the 

anthropomorphic voxel volume; point B is the centre 

of the clinical volume of interest; point C is the shifted 

centre of the clinical volume to be exposed if 

translation corrections are not applied 

Figure 2.7 Example of the centre of 

the clinical volume of interest 

which is in all cases the entire 

denture. The image is an axial 

image of the ICRP adult female 

reference phantom. 

 

 

To assess the vertical zcor correction, the following equation (2.2) was considered: 

 

𝑧𝑐𝑜𝑟 = 𝑦𝑐 ∗ tan 𝑎  (eq. 2.2) 

 

The line segment 𝑦𝑐  in the rotated version is equal to the axial distance of point B in the original 

unrotated version (Fig.2). 

 

 

 

 

 

Figure 2.8 Translation 

corrections along the z 

and y axes that have to 

be applied after 

rotating the phantoms 

by an angle equal to a°. 

 

The rotation and the translation corrections may have a counteracting influence on organ dose 

calculations. The former one may bring some organs closer to the x-ray tube implying an initial 

increase in the absorbed doses. However, the backward translation which is required to bring 

the FOV around the clinical volume of interest gets the organs away from the tube. The 

aforementioned counteract does not imply that the final outcome is a zero effect; the rotation 
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adjustment can partially bring in or out of the primary radiation field radiosensitive organs, 

influencing substantially the dose distribution and the absorbed organ doses.  

Organ doses were calculated for a 10x9 cm² upper/lower jaw protocol (Normal Dose / Normal 

resolution, Medium Size operation mode for the adult ICRP and Normal Dose / Normal 

resolution, Small Size for the pediatric ones) in Promax 3D Max and for a standard resolution 8x8 

cm² FOV in Accuitomo 170, prior to and after applying rotations. The exposure parameters are 

presented in table 2.5.  

The dose to the bone marrow was calculated based on the mass energy absorption coefficient 

(MEAC) method, i.e. three factor scaling of the homogeneous skeletal mixture (Kramer et al 1982, 

Lee et al 2006). To extract the Red Bone Marrow (RBM) mass fraction in the head and to find the 

density of the skull, a method previously proposed by Kramer et al was applied (Kramer et al 

2003). In all cases the skull density was found to be 1.83 gcm-3, corresponding to an RBM fraction 

of 0.1 in the skull skeletal mixture. The elemental composition of the bony mixture of such density 

was calculated based on a formula proposed by Zhou et al (2009). To calculate the dose to the 

bone surface the following equations were used (Ludlow et al 2008b): 

 

Bone surface dose = RBM dose x bone/muscle mass energy coefficient ratio (MEACR) (eq. 2.3) 

 

MEACR = -0.0618 x (2/3) kV peak + 6.9406 (eq. 2.4) 

 

The dose to the lymph nodes was approximated based on a formula proposed by Tapiovaara et 

al (2008) which takes into account the absorbed dose to substitute organs. The remaining organ 

densities and the respective elemental compositions were obtained by ICRP 89 and by 

Woodward and White (1986). A total number of 1.05x109 histories for the 210° rotation angle in 

Promax 3D Max were simulated (5x106 histories per projection angle) to achieve a maximum 

Monte Carlo simulation uncertainty of 3% CV (Coefficient of Variation) in organ doses within an 

average simulation time of 20 hours.  

 

Table 2.5 Exposure settings of the investigated protocols 

Protocol Scanner Patient 
FOV 

 (cm2) 
kV mAs 

Teeth Std. Resolution 
Accuitomo 

170 
All 8 x 8 90 87.5 

3D Jaw ND/NR (Small) 
Promax 3D 

Max 
Pediatrics 10 x 9 96 67.2 

3D Jaw ND/NR 
(Medium) 

Promax 3D 
Max 

Adult 10 x 9 96 85.4 

 

2.6.2 Results 
 

For each phantom, sagittal images were reproduced from the original axial datasets. The central 

sagittal image was used to guide the rotation correction (Fig. 2.9). The coordinates of the central 

point of the clinical volume of interest were then adjusted to the new voxel model geometry. 

Such an adjustment ensured that the clinical volume of interest is identical in both the original-

unrotated and the rotated voxel model cases and  the dose comparison resembles a realistic case 

scenario. Table 2.6 illustrates the rotation and translation corrections for each phantom.  
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Figure 2.9. Defining an horizontal Frankfort line for the three in-built voxel models (Joris, 

Peter and Vivian from left to right) 

 

Table 2.6. Corrections to be applied to each voxel model. The negative sign indicates the 

direction towards the centre of the coordinate system. 

Phantom 
Upward rotation 

angle, a(°) 

Translation back, 

ycor (cm) 

Translation 

down, z cor (cm) 

ICRP reference female 17 -0.23 -1.55 

5 years old male 10 -0.1 -1.11 

8 years old male 8 -0.06 -0.85 

12 years old female 6 -0.03 -0.51 

 

Tables 2.7-2.10 present the calculated organ dose values in original (unrotated) and rotated voxel 

models. 

 

Table 2.7 Organ doses (µGy) for original and rotated version for Joris 

Organs 

Accuitomo 170 Promax 3D MAx 
Std Resolution ND / NR 

87.5 mAs 67.2 mAs 
8x8 cm² 10 x 9 cm² 

original rotated original rotated 

Brain 173 307 236 283 
Skin 318 312 358 359 
Esophagus 361 355 604 638 
Muscles 231 244 366 370 
ET 1844 2567 3137 3324 
Thyroid 842 689 1498 1395 
Salivary glands 3633 4147 6490 6526 
Oral mucosa 4421 4684 6304 6073 
RBM 201 233 293 349 
Bone surface 930 1079 1370 1632 
Lymph nodes 318 366 777 798 
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Table 2.8 Organ doses (µGy) for original and rotated version for Peter 

Organs 

Accuitomo 170 Promax 3D MAx 

Std Resolution ND / NR 

87.5 mAs 67.2 mAs 

8x8 cm² 10 x 9 cm² 

original rotated original rotated 

Brain 156 251 195 328 

Skin 268 289 288 302 

Esophagus 305 371 572 688 

Muscles 189 200 252 270 

ET 1712 2072 2559 2486 

Thyroid 696 620 1373 1165 

Salivary glands 3334 3689 6011 6470 

Oral mucosa 4000 3647 5988 5594 

RBM 170 189 222 269 

Bone surface 790 877 1031 1246 

Lymph nodes 320 362 504 506 

 

 

 

 

Table 2.9 Organ doses (µGy) for original and rotated version for Vivian 

Organs 

Accuitomo 170 Promax 3D MAx 

Std Resolution ND / NR 

87.5 mAs 67.2 mAs 

8x8 cm² 10 x 9 cm² 

original rotated original rotated 

Brain 130 167 165 165 

Skin 216 215 240 244 

Esophagus 235 196 461 404 

Muscles 159 162 208 209 

ET 1563 1801 2139 1989 

Thyroid 569 407 965 859 

Salivary glands 3135 3375 5374 5355 

Oral mucosa 3529 3486 5298 5171 

RBM 145 153 186 202 

Bone surface 672 711 861 942 

Lymph nodes 271 266 408 381 
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Table 2.10 Organ doses (µGy) for original and rotated version for the ICRP female voxel 

model 

Organs 

Accuitomo 170 Promax 3D MAx 

Std Resolution ND / NR 

87.5 mAs 85.4 mAs 

8x8 cm² 10 x 9 cm² 

original rotated original rotated 

Brain 56 86 122 190 

Skin 86 90 168 180 

Esophagus 88 51 296 161 

Muscles 59 54 149 134 

ET 614 558 1931 1791 

Thyroid 199 159 763 569 

Salivary glands 1335 1556 4260 4828 

Oral mucosa 1489 1474 4152 3977 

RBM 54 61 142 168 

Bone surface 249 285 658 779 

Lymph nodes 94 92 309 303 

 

 

2.6.3 Discussion and Conclusions 
 

This work demonstrates a methodology to rotate head voxel models to establish an horizontal 

Frankfort line and to position them properly around the centre of rotation. The motivation which 

triggered the application on two different CBCT systems was to investigate two scanners with 

different geometric and technical specifications. Accuitomo 170 performs a 360° rotation around 

the head resulting in a completely different dose distribution within the head compared to a 210° 

rotation in the  Promax 3D Max scanner. Furthermore, in Promax 3D Max, the x-ray tube crosses 

the posterior part of the head avoiding the direct exposure of radiosensitive organs which are 

located in the anterior head and neck anatomic region. On the other hand, it gets closer to the 

skin due to shorter SAD compared to Accuitomo 170. Moreover, the two scanners differ in their 

inherent filtrations. Accuitomo employs a bowtie filter whereas Promax 3D Max implements a 

combination of flattening filters (Cu and Al). Therefore, their energy spectra at the operating 

voltages and their radiation field characteristics all over the FOV are also different. The two 

systems also exhibit different beam shape geometries: In Accuitomo 170 the beam is symmetrical 

(i.e. the radiation field is evenly distributed across its central axis), not only in the axial-transverse 

plane but also in the vertical-sagittal plane. On the other hand, in Promax 3D Max, the radiation 

field is more complex. It is symmetrical in the axial plane, whereas in the sagittal plane, the lower 

collimator jaw confines the lower part of the beam to a fixed length, allowing the upper 

collimation jaw to adjust the opening in order to meet the required height of the FOV at the SAD. 

Tables 2.7-2.10 present the results of the calculated dose values. In all cases the thyroidal doses 

in the rotated voxel models were lower compared to the original ones (average -17.1% in all 

cases, maximum -29 % for Vivian in Accuitomo 170). This result implies that though the thyroid 

gets closer to the x-ray tube after rotation, the backward translation resulted in an overall dose 

reduction to the thyroid. On the other hand, increasing dose trends attributed to the applied 

corrections, i.e. higher than the MC overall uncertainty of  ~6%, were noticed for the dose to the 

brain (46% on average), to RBM and bone surface (14 % on average).  Brain dose is due to scatter 
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(for these investigated cases), either in rotated or the original models. The applied corrections, 

although they seem to shift brain backwards, they increase the part of the radiation field which 

goes beyond the mandibulae (which is a heavily attenuating structure), giving more scatter to 

the brain.  

None of the rest organs presented a systematic dose response to the comparison of with or 

without Frankfort plane correction . The complex radiation fields, the different x-ray beam and 

scanner rotation geometries and the patient-specific anatomical details (shape, size and 

orientation of organs, location with respect to other organs) are at the origin of the a priori 

unpredictable response, not only across the phantom range, but also between different FOVs of 

the same model. These cases clarify the counteracting influence of the applied corrections on the 

dose; the upward rotation to establish the horizontal Frankfort plane increases the dose to most 

organs in the head and neck region as it brings them closer to the x-ray tube; the backward 

translation decreases the dose for the same reason, yet the downward translation may have both 

outcomes depending on the geometry and the position of the organ in the head. In addition, the 

reorientation of the head develops a different x-ray scatter pattern in the head which influences 

organ dosimetry. 

This work didn’t aim to compare doses between CBCT systems or organ doses delivered to 

different voxel models; its main purpose was to investigate whether the geometrical corrections 

which shall be applied to each individual voxel model such that it mimics a realistic patient 

positioning during dental CBCT exposures influences dosimetric calculations. Absorbed organ 

dose differences up to 45.6% were obtained in some cases when comparing the original and the 

rotated version of each individual model. This difference is considered substantial in MC dose 

studies; it may lead to large miscalculations in radiosensitive organ doses and to 

misinterpretation of the radiation induced risk. The corrections are protocol and model-specific. 

They depend on the position of the FOV inside the head and the anatomy of the patient-model. 

Therefore, they shall be determined for each individual case and applied to the model.   

2.7 APPENDIX 2: Are organ doses age and/or gender – dependent? 
 

In this section, a MC study is presented, aiming to clarify whether organ doses are age and/or 

gender –dependent. To this end, a cleft protocol was simulated in Promax 3D Max for both males 

and females of the same age; Dejan and Demi (5y.o), Peter and Xoch (8y.o), Mike and Vivian (12 

y.o). 

 

2.7.1 Methods and Materials 
 

The investigated protocol in the study was a typical cleft 10 x 5.5 cm² (diameter x height) in 

Promax 3D Max. The most frequently used operation mode / exposure settings were applied; an 

ULD / NR (Ultra Low Dose / Normal Reconstruction) operation mode for a ‘Small’ Size patient 

which is carried out at 96 kV with 16 mAs and a reconstruction voxel size of 200 µm. The six 

abovementioned models were extracted from the database and protocol specific geometric 

corrections for the Frankfort plane were applied to each of them. The position of the cleft FOV 

inside the mouth cavity is demonstrated in figure 2.10.  
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Figure 2.10 Cleft palate FOV positioning. The FOV is 5.5 cm in height and 10 cm 
in diameter. The centre of the FOV is positioned at the centre of the mouth 
cavity in the axial plane and on the level of the roots of the upper teeth along 
the vertical axis 

 

2.7.2 Results 
 

The results of the study are presented in table 2.11. The MC statistical simulation uncertainty 

was less than 1% in all cases and the overall statistical uncertainty ~6%. The presented dose 

values have been weighted to the total mass fraction of each organ in the body.  

 

Table 2.11. Absorbed dose to radiosensitive organs under identical exposure cleft 
palate protocol conditions 

Organs 

Dejan  
5y.o. 
Male 

Demi 
5y.o. 
Female 

Peter  
8y.o. 
Male 

Xoch  
8y.o. 
Female 

Mike 
12y.o. 
Male 

Vivian 
12y.o. 
Female 

Absorbed organ doses (µGy) 

Brain 31 34 26 28 21 20 
Skin 56 58 40 43 27 30 
Oesophagus 53 51 39 39 25 31 
Eye lenses 273 309 216 217 124 159 
Muscles 56 61 41 41 28 29 
ET 696 786 592 588 387 370 
Thyroid 239 282 198 192 112 111 
Salivary glands 1341 1401 1072 999 654 650 
Oral mucosa 1135 1355 836 844 604 647 
RBM 49 52 38 40 28 28 
bone surface 227 241 177 185 132 131 
Lymph nodes 121 118 95 105 55 64 
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2.7.3 Discussion and Conclusions 
 

The results showed that the average percentage difference in organ doses between pairs of the 

same age  was, in all cases, within ±7 % between the two genders of the same age. These slight 

organ dose differences lie within the overall statistical uncertainty of the MC dose calculations. 

However, noticeable differences were observed in some individual cases; a 17% lower dose to 

thyroid and oral mucosa were observed for Demi (vs Dejan). A 24% higher dose was also observed 

in the oesophageal dose of Vivian (vs Mike), yet the absolute dose values are very low. These 

differences are attributed to the anatomical particularities of each model.  

When comparing different age categories in present study, there is a well-established organ dose 

decreasing pattern with age. On the other hand, comparing doses between genders of the same 

age, the dose response does not always follow a fixed pattern; Individual organs may receive 

either higher or lower doses. 

There are many factors which contribute to this unstable dose response pattern; the size of the 

head where for a bigger head circumference and hence for a wider head,  the skin surface comes 

slightly closer to the x-ray tube and therefore skin and muscles may receive higher doses; the 

segmented mass fractions that are not identical; the dose to the skin is dependent on the in-

plane resolution of the voxel model (x-y dimension) and the voxel size of the segmented skin; the 

scatter distribution is different at each voxel model due to variations in head anatomy among the 

models. The results of the study suggest that age-specific voxel models are required to estimate 

organ doses in the head region. The two opposing gender models at each age category do not 

lead to large organ differences.  
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CHAPTER 3 

Indication-based radiation dose and risk 

assessment 
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3.1 Introduction 
 

Paediatric radiation dose assessment in dental and maxillofacial CBCT imaging is a complicated 

task which differs from any other modality in diagnostic radiology. From simple radiographic and 

mammography systems to more complicated MDCTs, all devices (of each modality) have similar 

technical specifications and acquisition geometries. Besides, well-established and documented 

guidelines, which suggest examination-specific exposure parameters, dictate the protocol 

selection process resulting in an organized radiation dose management. 

This is not the case in dental and maxillofacial CBCT imaging. Scanners operate in different 

voltages (kV) (most frequently between 70 and 110 kV) and employ different filters not only in 

material composition and thickness but also in shape (flat vs beam shaping-bowties). This 

produces different energy spectra and x-ray tube outputs, each requiring different loads (mAs) 

to provide sufficient energy to the detector. Apart from energy spectra, different geometric 

characteristics exist among scanners. Acquisitions are realized in a full (360°), half (180°), or 

partial (180°-360°) rotation creating different in-patient dose distributions. The Source to Axis of 

Rotation Distance (SAD) and the magnification factor, i.e. the Source to detector distance (SDD) 

divided by the SAD, play a key role in patient dose as dose is inversely proportional to the square 

of the patient-x-ray source distance. Collimators may also impact dose in many ways; they define 

the size of the FOV and the shape of the beam. Neither the size nor the shape are similar for 

identical clinical cases among scanners. While FOVs can be categorized in Small, Medium and 

Large, dimensions for a specific clinical indication (diameter x height) are different among 

manufacturers. Furthermore, the longitudinal and the in-plane beam shape are also different. 

While the former influences the magnitude of the dose to organs beyond the actual anatomic 

site of interest, the in-plane beam is not always as in MSCT centered and covering the whole 

head. A symmetrical axial beam allows half or partial rotations to be carried out, while an offset 

one can only be performed in a full-rotation mode. Paediatric dose assessment is even more 

complicated. In paediatric ages the anatomy changes rapidly in size and shape. Each scanner 

offers a wide range of FOV sizes to allow the entire anatomy of interest to be imaged as it changes 

in size with age. Therefore, it is not only the fact that scanners offer different FOV options for 

identical clinical indications, but they also have different options for different age categories. 

Furthermore, each FOV size is offered in a wide range of exposure parameters (time or tube load-

mAs) and reconstruction voxel sizes depending on the required image resolution level.  

This chapter aims to deal with all the above-mentioned dosimetric issues and to provide an 

indication-based and scanner-specific radiation dose and risk guide for paediatric patients. We 

designed an extensive MC study consisting of about 700 simulations. Twelve voxel models of the 

database previously described in chapter 2, covering the entire paediatric age range, were used 

in the study. For each voxel model, organ doses were calculated for specific clinical indications in 

every scanner for which the MC framework has been customized. More specifically, MC 

simulations were carried out for four tooth imaging cases (Central Upper Incisors (CUI), Central 

Lower Incisors (CLI), Premolar Upper (PU) and lower (PL)), for Upper and Lower Jaw imaging (ULJ), 

for Lower Jaw (LJ) and cleft palate imaging, for sinus and dentomaxillofacial complex imaging and 

for face and skull imaging. For NewTom 5G, which is the only MDCT-like scanner with patients in 

supine position laying on a table, organ doses were also calculated for unilateral and bilateral 

temporal bone imaging. The choice of the FOV which was modelled for each clinical indication 

was based on the size of the patient head for each age category in full accordance with the 

selection of the FOV in clinical practice, i.e. smaller FOV sizes were used for upper/lower jaw 

imaging for 5 compared to 10 year old models to avoid over exposure of critical organs. The 

ultimate goal of the study was to investigate organ dose  patterns with age.  

Once organ doses had been calculated, the respective radiation risk was estimated for each case. 

The risk was assessed in two ways. At first, the traditionally used effective dose (E) was calculated 
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using the ICRP publication 103 (2007) weighting factors. Even if E has been recently criticized by 

the scientific community (Martin 2007, 2008, Brenner 2008), it is still used by medical teams to 

evaluate the potential detriment of an exposure. The E results were further analyzed to compute 

the detriment for cancer and hereditary effects such as to decode an incomprehensible figure 

(mSv) into a meaningful estimation (cases / 100,000). In a second step the Life Attributable Risk 

(LAR) incidence was calculated. The LAR incidence rather than mortality was selected to compare 

E-related detriment and LAR. This decision was founded by the A114 comment of the ICRP 

publication 103 (2007) where it is stated that the risk estimates provided in the publication are 

based on incidence data rather than mortality as they provide a more complete description of 

the cancer burden than do mortality data, particularly for cancers that have a high survival rate. 

In addition, cancer registry (incidence) diagnoses are more accurate and the time of diagnosis is 

more precise (ICRP 2007). To ease the LAR calculations an excel-based software tool was 

designed that requires the gender, the age at exposure and organ dose values as an input.  

Organ dose, E and LAR calculations have all been normalized to mAs. The rational for such a 

decision was twofold. There are different operation modes for each FOV (low resolution, 

standard resolution, high resolution), each named differently by the manufacturer, i.e. Ultra-Low 

Dose, Low Dose, Standard Dose, Normal Dose, Echo, Regular, High Definition, High Resolution, 

Boost, R1, R2 etc). Therefore, in the context of this study, selecting one single operation mode 

from each scanner, even at the same resolution level, is not ideal. Absolute dose comparison 

between scanners shall be carried out after measurements have been performed to ensure 

similar image quality among comparable protocol related operation modes. As an example, an 

‘Ultra-Low dose – Normal Reconstruction’ mode in one scanner, rather than the ‘Normal dose – 

Normal reconstruction’, is closer to the ‘Standard resolution’ mode of another scanner in terms 

of image quality. Therefore, it is not advised comparing the ‘Normal Dose – Normal Resolution’ 

mode of the former scanner against the ‘Standard resolution’ mode of the latter as naming may 

be rather similar,  whereas denotations through benchmarking and dosimetric levels may vary 

extensively. Therefore, the results in this study are expressed in µGy/mAs and are applicable to 

every operation mode; the user can easily calculate an absolute dose value (µGy) by merely 

applying the mAs of the desired operation mode.  

 

3.2 Methods and Materials 

3.2.1 Voxel models and investigated protocols 
Table 3.1 illustrates the voxel models which participated in the study. The models were picked 

such that they cover the entire paediatric age range from 5 to 14 years old. MC simulations were 

carried out for various clinical indications.  

     

Table 3.1 The voxel models which participated in the study 

# model Name Age Gender 

1 Demi 5 F 
2 Dejan 5 M 
3 Joris 6 M 
4 Guozhi 7 M 
5 Xoch 8 F 
6 Peter 8 M 
7 Benjamin 9 M 
8 Louisa 10 F 
9 Andrew 10 M 

10 Vivian 12 F 
11 Mike 12 M 
12 Georgia 14 F 
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The selection of the simulated FOVs was not only age-dependent but was also based on 

morphometric measurements. For tooth imaging protocols, a single FOV was selected. For 

upper/lower jaw (ULJ) the selected FOV should encompass both jaws, i.e. it should have a 

diameter larger than the bigonial breadth, and a FOV height larger than the menton-subnasale 

length (figure 3.1). For lower jaw (LJ) and cleft protocols the bigonial breadth and the half 

menton-subnasale length (lower half for LJ and upper half for cleft) were used to specify the most 

appropriate FOV. For maxillofacial complex and sinus protocols, the diameter of the selected FOV 

should be larger than the bizygomatic breadth, while the height of the FOV should be larger than 

the menton-nasal root length (or at least from gnathion to glabella) in the former protocols and 

such that it covers the distance from the lower edge of the maxillary sinus to the top of the frontal 

sinus for the latter protocols. The facial FOVs were picked such that they cover most of the facial 

anatomy whereas the skull protocols should fit the entire head from menton to the crown of the 

head.  

 

 

Figure 3.1 Facial morphometrics for FOV selection 
(http://www.ouhk.edu.hk/~sctwww/computing/project/DisplayAdamLi.htm) 

 

Tables 3.2 – 3.4 illustrate the simulated FOV per clinical Indication, voxel model and scanner. It 

must be pointed out that CBCT scanners do not have manual collimation, i.e. the FOVs at each 

scanner have fixed sizes. Therefore, the selection process aimed to determine the most 

appropriate FOV meeting the abovementioned size requirements.  

 

Table 3.2 The selected SMALL FOVs for small tooth imaging 

Protocols Scanner Voxel models 
FOVs (diameter x 

height) (cm²) 

Central Upper Incisors 
(CUI) Central Lower 
Incisors (CLI) Premolar 
Lower (PL)  
premolar Upper (PU) 

Promax 3D Max 

All 

5x5.5 
Accuitomo 170 6x6 

CS 9300* 5x5 
NewTom 5G** 6x6 
NewTom VGi 

evo** 
5x5 

*CS 9300 operates at 80kV for the above selected protocols 
**Normal operation mode 
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Table 3.3 The selected MEDIUM FOVs (diameter x height – cm²) 

Protocol Scanner 
Voxel models 

5-6 years old 7-11 years old 12-15 years 
old 

Lower Jaw (LJ) 

Promax 3D Max 8.5 x 4.8 10 x 5.5 10 x 5.5 
Accuitomo 170 10 x 5 10 x 5 10 x 5 
CS 9300* 10 x 5 10 x 5 10 x 5 
NewTom 5G** 8 x 8 12 x 8 12 x 8 
NewTom VGi 
evo** 

8 x 5 10 x 5 10 x 5 

Cleft 

Promax 3D Max 8.5 x 4.8 10 x 5.5 10 x 5.5 
Accuitomo 170 10 x 5 10 x 5 10 x 5 
CS 9300* 10 x 5 10 x 5 10 x 5 
NewTom 5G** 8 x 8 12 x 8 12 x 8 
NewTom VGi 
evo** 

8 x 5 10 x 5 10 x 5 

Upper/Lower Jaw 
(ULJ) 

Promax 3D Max 8.5 x 7.5 10 x 9 10 x 9 
Accuitomo 170 8 x 8 10 x 10 10 x 10 
CS 9300* 8 x 8 10 x 10 10 x 10 
NewTom 5G** 8 x 8 12 x 8 12 x 8 
NewTom VGi 
evo** 

8 x 8 10 x 10 10 x 10 

Unilateral 
Temporal (UT) 

Promax 3D Max / / / 
Accuitomo 170 / / / 
CS 9300 / / / 
NewTom 5G** 8 x 8 8 x 8 8 x 8 
NewTom VGi 
evo** 

/ / / 

Bilateral temporal 
(BT) 

Promax 3D Max / / / 
Accuitomo 170 / / / 
CS 9300 / / / 
NewTom 5G** 15 x 5 15 x 5 15 x 5 
NewTom VGi 
evo** 

/ / / 

*CS 9300 operates at 85 kV for the above selected protocols 
**Normal operation mode 

 

Table 3.4 The selected LARGE FOVs (diameter x height – cm²) 

Protocol Scanner 
Voxel models 

5-6 years old 7-11 years old 12-15 years 
old 

Maxillofacial 
Complex 

Promax 3D Max 10 x 9 10 x 13 10 x 13 
Accuitomo 170 10 x 10  10 x 10 10 x 10 
CS 9300 10 x 10  10 x 10 10 x 10 
NewTom 5G** 12 x 8 12 x 8 12 x 8 
NewTom VGi 
evo** 

10 x 10  10 x 10 10 x 10 

Sinus 

Promax 3D Max 10 x 9 10 x 13 10 x 13 
Accuitomo 170 10 x 10  10 x 10 10 x 10 
CS 9300 10 x 10  10 x 10 10 x 10 
NewTom 5G** 12 x 8 12 x 8 12 x 8 
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NewTom VGi 
evo** 

10 x 10  10 x 10 10 x 10 

Face 

Promax 3D Max 13 x 13 13 x 13 13 x 16 
Accuitomo 170 14 x 10 14 x 10 17 x 12 
CS 9300 17 x 11 17 x 11 17 x 13.5 
NewTom 5G** 15 x 12 15 x 12 18 x 16 
NewTom VGi 
evo** 

15 x 12 15 x 12 16 x 16 

Skull 

Promax 3D Max 23 x 26 23 x 26  23 x 26 
Accuitomo 170 17 x 12 17 x 12 17 x 12 
CS 9300 17 x 13.5 17 x 13.5 17 x 13.5 
NewTom 5G** 18 x 16 18 x 16 18 x 16 
NewTom VGi 
evo** 

24 x 19 24 x 19 24 x 19 

*CS 9300 operates at 85 kV for the above selected protocols 
**Normal operation mode 

  

3.2.2 Organ dose, E and LAR calculations 

 

Organ doses were calculated for each tabulated protocol. As already mentioned, each FOV is 

clinically available in several operation modes. Dose-wise, the only difference between each 

operation mode is the total mAs / rotation. When a MC simulation is performed, organ dose 

values are provided in µGy/# hist. By multiplying that figure with the respective scanner and 

protocol-specific calibration factor fMC (# hist / mAs) (chapter 1), doses are converted to 

µGy/mAs. This is the final figure this study aims to present to make the results applicable to every 

operation mode, since doses are proportional to mAs. A simple further multiplication by the mAs 

of the operation mode of interest is sufficient to provide an absolute dose value.  

Each individual organ dose is calculated as the sum of the energy which is deposited to a specific 

organ per projection. Promax 3D Max, Accuitomo 170 and CS 9300 operate with fixed mA at each 

projection and therefore, each projection is equally weighted, i.e. the x-ray output remains 

constant at each projection. NewTom 5G and VGi-evo on the other hand, employ a rotational, 

preprogrammed TCM based on a mathematical formula which takes into account the AP and LAT 

prescan mA values (chapter 1.8.1). For every investigated protocol, the AP and LAT prescan mA 

values were extracted from the PACS, and a TCM curve was subsequently designed by 

determining the mA at each projection (from the mathematical formula provided by the 

manufacturer). The average mA value during rotation was successively calculated, and each 

projection was given a weighting factor equal to the ratio of the formula-determined mA to the 

average mA value, i.e. the x-ray output is not constant at each projection. The weighting factors 

were employed to each final MC calculated organ dose integral after each projection. In order to 

simulate clinically relevant exposure settings, we tried to retrieve from PACS patients with similar 

anatomical characteristics as our voxel models, yet this was not feasible for small FOV protocols, 

since CBCTs only display a restricted region of the head around the anatomy of interest. When 

two or more patients of the same age and gender were found to have undergone the same exam, 

an average AP and LAT value was calculated, and thus, an average TCM curve was designed. This 

was accomplished for the most frequently applied small, medium, maxillofacial complex and 

sinus protocols. However, in some cases, it was just one exam that we managed to retrieve, 

implying that the designed TCM curve may not be an average one, but a patient-specific one 

applied to the respective average voxel model. This was the case for NewTom 5G face and skull 

protocols for ages < 12 years old and for VGI-evo for face and skull protocols (all ages).  

Each case was simulated in 1° angular steps, that is 360 simulations per rotation for Accuitomo 

170, NewTom 5G and VGi-evo scanners. For Promax 3D Max and CS 9300, 210 and 200 
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projections were simulated respectively apart from the largest FOV protocols (23x26 cm² and 

17x19 cm² respectively), where 360 projections were also modelled as these acquisitions are 

carried out in a full rotational mode (table 1.1).  Ten million histories per projection were 

simulated under the same physics related MC parameters mentioned in section 1.2.1. Once 

organ doses have been calculated, E was assessed for each case based on ICRP 103 (2007) 

weighting factors.  

An excel-based software tool was also developed to ease the calculations of LAR. The tool was 

based on the BEIR VII report (National Research Council of the National Academies 2006). The 

report provides data on organ cancer incidence and mortality rates for certain cancer sites 

(organs), expressed in number of cases per 100,000 persons exposed to a single organ dose of 

0.1 Gy (Tables 12D-1 and 12D-2, p.311). Data are available for both males and females and for 

various ages-at-exposure (0-80 years old at 5 years steps). For both males and females, a shape 

preserving algorithm was fitted in Matlab (version 7.12.0.635, R2011a, MathWorks Inc) to LAR 

incidence and mortality rates to obtain data for intermediate ages (0-80 years old at 1 years 

steps).  

From all radiosensitive organs present in the head and neck region, LAR data only exists for 

thyroid and leukemia (due to radiation dose to RBM). However, there is also data regarding the 

accumulated cancer incidence and mortality risk to all organs apart from those explicitly specified 

in tables 12D-1 and 12D-2  of the BEIR VII report, under the tab ‘other’. Therefore, for each 

simulated case, In a first step, the LAR incidence for thyroid and RBM was calculated for the 

respective MC calculated absorbed dose values. The average organ dose to all organs but RBM 

and thyroid was subsequently calculated, and the LAR incidence for other organs was assessed. 

To obtain a total body LAR value, the sum of LAR incidence for thyroid, RBM and other organs 

was calculated.  

A thorough analysis was carried out to investigate organ dose, E and LAR patterns with age. The 

analysis was performed in two stages. Initially, we investigated the feasibility to draw conclusions 

on organ dose patterns with age for each clinical case for all scanners participated in the study. 

In a second stage, a scanner-specific, rather than all-in-one, analysis was conducted. It shall be 

mentioned that for 5, 8, 10 and 12 years old models, the average organ doses and E of the two 

genders of the same age were calculated and used in the dose pattern investigation for each 

clinical case. However, for the LAR response pattern with age investigation, the individual 

calculations were used, as LAR is gender dependent.  

 

3.3 Results 
 

The number of simulated histories resulted in a MC simulation uncertainty of less than 0.5% in 

all radiosensitive organ doses (% CV). There was a poor correlation between global average organ 

dose values (for all scanners) with age for each clinical case (Pearson correlation coefficient 

range: -0.35 to 0.12). Furthermore, Standard deviations of average organ dose values were in 

most cases even higher than the absolute dose values, clarifying the totally different energy 

spectra, x-ray tube outputs among scanners, technical specifications and acquisition geometries 

among scanners. Therefore, a scanner-specific analysis was conducted. Analyzing each clinical 

case separately for each scanner, a very well-established organ dose decrease pattern with age 

was observed. The best fit option was in all cases a logarithmic curve between organ doses, E and 

LAR incidence vs age.  Figures 3.2 – 3.6 present the organ dose values (µGy/mAs) vs age for each 

clinical case. We used a logarithmic scale for the organ dose axis to enable every organ to be 

illustrated in the figures. 
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Figure 3.2 Organ dose (µGy/mAs) vs age for the investigated clinical cases in Promax 3D Max. 
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Figure 3.3 Organ dose (µGy/mAs) vs age for the investigated clinical cases in Accuitomo 170. 
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Figure 3.4 Organ dose (µGy/mAs) vs age for the investigated clinical cases in CS9300 
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Figure 3.5 Organ dose (µGy/mAs) vs age for the investigated clinical cases in NewTom 5G 
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Figure 3.6 Organ dose (µGy/mAs) vs age for the investigated clinical cases in NewTom VGi-
evo 
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Organ doses, E and LAR incidence are all related to age via the following equation 3.1: 

 

𝑦 = 𝑎 ∗ ln(𝑥) + 𝑏 (eq.3.1) 

 

where 𝑦 is the normalized absorbed organ dose value (µGy/mAs), the normalized E (µSv/mAs) 

and the normalized LAR incidence (cases/100,00/mAs) and 𝑥 the age of the patient. The values 

of 𝑎 and 𝑏 are provided in the following tables for every organ, every clinical case and scanner.  

In the appendix of this chapter (section 3.7), tables 3.5-3.17 present the scanner and protocol 

specific logarithmic formulas of organ dose, E and LAR incidence vs age, along with each 

coefficient of determination (R²) and Pearson correlation coefficient (r).  

 

3.4 Discussion 

 

This was an extensive simulation study providing organ dose, effective dose and LAR incidence 

estimations for the most frequently applied clinical protocols in dental and maxillofacial imaging, 

for five different scanners and for the entire age range from 5 to 14 years old. While it is possible 

to extrapolate the dose values beyond the simulated paediatric age range, it remains to be 

investigated until which age it can be done.  For each clinical case and scanner, the tables provide 

the 𝑎 and b constants of equation 3.1 and enables organ dose, E and LAR incidence assessment 

for any requested paediatric age (x).  

Figures 3.2-3.6 present the organ dose trends with age for each scanner and protocol. The y-axis 

which depicts the normalized organ dose (µGy/mAs) is always adjusted to a logarithmic scale in 

order to enable the dose trends of every organ to be displayed. The wide range of organ doses 

in each investigated case which necessitates the use of logarithmic scale is due to the position of 

each individual organ in the head with respect to the position of the FOV. For most small FOV 

acquisitions (CUI, CLI, PU and PL protocols), the highest irradiated radiosensitive organs are the 

oral mucosa, the salivary glands and the extra thoracic tissue (ET). In all aforementioned cases, 

oral mucosa, being always inside the primary field and thus constantly irradiated during rotation, 

receives a higher dose compared to salivary glands. This is due to the fact that the parotid gland 

which is the biggest salivary gland is not totally covered by the primary radiation field. Although 

the sublingual and submandibular are continuously exposed, the total energy received per unit 

mass of the salivary glands as a unit organ is still lower than the energy deposited to oral mucosa. 

Extra thoracic tissue (ET) dose is also high as the largest part of the pharynx and the larynx are 

inside the primary field (ET2 region), yet the ET1 region (outline of the nasal cavities) is still 

outside the field in small FOVs. The beam shape and the acquisition geometry determine the 

organs which receive the lowest dose at each scanner. In all small FOV cases, as expected, RBM, 

muscles, brain and esophagus receive the lowest doses among organs. This is due to the fact that 
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organ doses have been weighted for their mass fractions and therefore, each dose value refers 

to the energy which was as been deposited to the entire organ in the body and not in the fraction 

of the organ present in the head and neck region. Although esophagus, RBM, muscles may be 

partially in the primary field in some cases, their mass fraction in the irradiated region is very 

small compared to their total mass distributed all over the body.  

For Medium FOV acquisitions (LJ, cleft, ULJ, maxillofacial complex, sinus plus MT and BT for 

NewTom 5G), salivary glands, oral mucosa and ET are still among the highest irradiated organs, 

yet there is a considerable dose increase to eye lenses, especially for the maxillofacial complex 

and sinus protocols. Although eye lenses are not associated with stochastic effects of radiation 

and thus, they are not included in the E and LAR estimations, their dose has been assessed as 

they are prone to radiation induced cataract. In all sinus and maxillofacial protocols eye lenses 

receive the highest dose, apart from the acquisitions with the Promax 3D Max. Promax 3D Max 

performs a 210° rotation where the x-ray tube starts from an anterolateral position, it crosses 

the head posteriorly, and stops at the opposite anterolateral position. With such an acquisition 

geometry, direct exposure of the eye lenses is prevented. However, the dose to the lenses are in 

all cases well below the limit of 0.5 Gy for radiation induced cataract (ICRP 2007, 2012). On the 

other hand, brain, RBM, muscle and oesophagus receive the lowest doses in LJ, cleft and ULJ 

protocols. However, in maxillofacial complex and sinus protocols, the dose to brain increases 

considerably, as it is partially covered by the radiation field. In temporal bone imaging, the dose 

to bone surface increases considerably as the FOV is positioned around the temporal bone. In 

MT protocols (on the NewTom 5G), bone surface is the second most highly irradiated tissue after 

salivary glands, while in BT protocols, where the FOV height is larger, the dose to eye lenses 

increases significantly and is higher than the dose to bone surface, yet still lower than the dose 

to salivary glands.  

In large FOV scans (face and skull), eye lenses, salivary glands and oral mucosa receive the highest 

doses. The only exception of this trend is again observed for the Promax 3D Max. As already 

mentioned, the 210° rotation protects the lenses of the eyes. This is also the case in face imaging. 

However, the largest 26x26 cm² skull protocol in Promax 3D Max presents two special features. 

It does not operate in a symmetrical axial geometry (as all the other protocols), but in an offset 

acquisition mode. For image reconstruction purposes, an offset acquisition cannot be carried out 

in partial rotations as the scanning volume - FOV would not be entirely covered. Therefore, the 

offset skull protocol is performed in a full rotational mode and the lenses are not anymore 

protected. Furthermore, to achieve an image of the entire skull (26 cm FOV height), the scanner 

performs two sequential scans via which the lower and the upper head are imaged and then a 

stitching software is employed to create an image of the full skull. Oesophagus, muscles and RBM 

are the least irradiated organs.  

Calculating the radiation risk in terms of LAR incidence for 5, 10 and 14 years old patients for a 

typical small FOV protocol (e.g. CUI), we observed an average (in all scanners) 1.78 times higher 

risk for 5 years old males compared to 10 years old males (1.82 for females) and 2.88 times higher 

risk when they were compared to 14 years old ones (3.03 for females). When it comes to MFOV 

protocols, e.g. cleft palate examination, the average LAR incidence for 5 years old males was 

calculated 2.06 times higher compared to 10 years old ones (2.08 for females), and 4.4 times 

higher compared to 14 years old ones (4.43 for females). For large FOVs (e.g. face protocol), the 

average LAR for 5 years old males is 2.05 times higher compared to 10 years old patients (also 

for females) while it is 4.45 times higher against 15 years old ones (4.27 for females). These 

figures clarify that while the risk is highly age-dependent, the gender of the patient does not play 

a significant role on radiation dose.  

It must be noted that organ dose (µGy/mAs), E (µSv/mAs) and LAR incidence 

(#cases/100,000/mAs) values which are derived from tables 3.5 -3.17 for a given age (and gender 

for LAR estimations),  shall not be used for interscanner dose comparison purposes. Interscanner 

dose comparisons can be performed, if, and only if, the mAs of each exposure is known and is 
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multiplied with the derived normalized values. Each scanner uses completely different mAs 

exposure settings to provide sufficient images depending on the type of detector, the geometry, 

the reconstruction voxel size etc. Therefore, comparing mAs normalized values is meaningless 

without multiplication with the mAs. On the other hand, when the user wants to compare two 

protocols and the mAs values are known, interscanner comparison is feasible via the absolute 

values (µGy, µSv and #cases/100,000). An example of how to use the data is provided in the 

following section of this chapter.  

On the other hand, intrascanner dose comparison between two different protocols is reasonable 

and can be carried out based on the normalized data in tables, as long as comparison is intended 

for the same operation mode (and thus for the same mAs exposure settings). This is the case for 

all scanners which operate with fixed current (mA) during rotation. For scanners using TCM 

(NewTom 5G and VGI-evo), intrascanner comparison is not feasible with normalized dose values 

and the table-derived values need again to be compensated with the total mAs. For instance, a 

normal CUI protocol and a normal face protocol in the two NewTom scanners are not carried out 

with the same mAs, as the systemrequires different mAs settings for a proper image quality.  

In all cases (scanners, protocols), organs follow a dose decreasing pattern with age. This was an 

expected trend as the older the patient, the larger the organ, and therefore, the lower the 

irradiated organ fraction for a given FOV, and consequently, the lower the dose. The dose 

decreasing pattern was verified with the Pearson correlation coefficient which in all cases was 

ranging between -0.9 and -1.0. Logarithmic and power fitting was attempted for organ doses, E 

and LAR vs age, yet a logarithmic curve were chosen as they provided a coefficient of 

determination higher than 0.9 in all cases.  

One of the reasons which triggered this project is the large variability in the reported dose values 

in dental CBCT imaging, especially for paediatric patients. A characteristic example is given in a 

data meta-analysis review publication by Ludlow et al (2015). The manuscript provided dose 

values calculated for several  dental CBCT protocols with TLDs in an anthropomorphic phantom 

representing a 10 years old (ATOM, CIRS, USA). Even for a small FOV acquisition (tooth imaging), 

there is a 5-fold difference in the effective dose estimation between Theodorakou et al (2012) 

and Ludlow et al (2015). More specifically, Theodorakou et al estimate the effective dose in 

Accuitomo 170 for a 4x4 cm² FOV (90kV, 87.5mAs) equal to 28 µSv whereas Ludlow et al estimate 

it to be 150 µSv for a 6x6 cm² under the same acquisition parameters (table 9,10 of that report). 

This is a characteristic example of the dose variability. Even if the FOV sizes are different, that 

does not justify such a large variability in risk estimation. Accuitomo 170 uses a symmetrical 

longitudinal and axial beam and therefore, the 6x6 cm² FOV only exceeds 1 cm beyond the edges 

of the 4x4 cm². A 1 cm larger FOV cannot provide a 5-fold increase in the E estimation. 

Furthermore, as E dissolves any organ dose differences, a 5-fold difference in E values implies 

much larger differences in the estimated organ doses. For an ULJ protocol (14x10 cm²) FOV in 

Accuitomo 170 (90kV, 87.5 mAs) Theodorakou et al estimate an E of 237 µSv whereas Ludlow et 

al estimate it equal to 355 µSv (Table 8 of the report). Using the data provided for Accuitomo 170 

in table 3.5, the estimated E for a CUI (tooth protocol) at 90kV and 87.5 mAs is 60 µSv which as a 

figure is closer to Theodorakou et all rather than to Ludlow et al, given that the CUI FOV that was 

used in this study was 6x6 cm². For the ULJ protocol we used a 10x10 cm² FOV in full accordance 

with the one used in clinical practice. The data in table 3.9 provides an E of 150 µSv. This value is 

again closer to Theodorakou et al given the difference in the size of the FOVs.  

As mentioned in chapter 2, all the voxel models of our database have been adjusted to have mass 

values close to the references listed in ICRP Publication 89 (2002) for each specific age and gender 

category.  This is one of the limitations of the study when it comes to NewTom 5G and NewTom 

VGi-evo dose assessment: while a patient-specific TCM curve can be easily designed based on 

the data provided after the end of an exam, the TCM curve cannot be applied to the respective 

patient-specific voxel model; it should be instead be applied to one of our average voxel models. 

This is due to the fact that a CBCT dataset provides images of the scanning volume and not of the 
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entire head. In all cases where these two scanners were involved, rather than applying patient 

specific curves, we designed average ones based on data of two or more patients of the same 

age and gender that have undergone the same study. For tooth imaging, the individual tooth 

TCM curves didn’t differ much, i.e. the AP and LAT prescan mA values were similar, implying that 

the average TCM curves describe reasonably an individual patient. However, in cases of medium 

FOVs, there were large differences between the individual TCM curves. Therefore, the average 

TCM that we designed to apply to the framework is not optimum for every patient. Finally, due 

to limited number of patients undergoing face and skull acquisitions in these two scanners, we 

were not able to retrieve more than one patient. In these two individual cases, a patient specific 

TCM curve rather than an average one was applied for each age and gender category. 

 It must be pointed out that radiation risk is always approximated with high uncertainty. The 

concept of E has been strongly criticized, especially when used to estimate the radiation induced 

risk for paediatric patients, since E is a quantity defined for an average population of adult 

individuals. In paediatric risk assessment E can be completely misleading since the proposed 

radiation tissue weighting factors (ICRP 103, 2007) do not apply for children. While LAR is a better 

radiation risk metric since it is gender and age at exposure specific, it is still a rough 

approximation. The BEIR VII report which describes the LAR concept does not provide data for 

most radiosensitive organs in the head and neck region. To encounter this limitation the average 

dose of these organs may be calculated and an average LAR can be assessed (as a LAR for ‘other 

organs’), which when added to the LAR for leukemia and for thyroid, provide a rough assessment 

of the whole body LAR. Alternatively, each individual organ for which data is not provided in the 

BEIR VII report may be weighted according to each particular radiosensitivity (based on the 

radiation tissue weighting factors), an individual weighted LAR can be assessed, and their sum 

when added to leukemia and thyroid LAR provides a rough estimation of the whole body LAR.  

The results presented in this study, and especially the data provided in tables 3.5-3.17 can be 

employed to radiation dose tracking – monitoring software platforms. The only extra information 

that has to be provided to get absolute organ dose and radiation risk values for any examination 

carried out in any of the investigated scanners are the x-ray tube mAs, the gender of the patient 

and the age at exposure. All of them are normally recorded in the DICOM header and hence, they 

can be easily extracted. To the best of our knowledge, there is no dose monitoring software at 

this moment that provides organ dose and risk estimations for dental and maxillofacial CBCT 

exposures.   

 

3.5 Conclusions 

 

An extensive simulation study was carried out to provide organ dose estimations of the most 

frequent examinations in paediatric dental and maxillofacial radiology. The data provided in the 

figures and tables of this chapter result in detailed dose assessment for the entire paediatric age 

range. The only input which is further required to get absolute dose values are the age at 

exposure and the x-ray tube load. The data can be used for optimization purposes; Intrascanner 

protocol and operation mode dose comparison and interscanner protocol comparison. For the 

latter, the x-ray tube load (mAs) for each case is necessary. The E was also calculated and 

presented in tables based on ICRP 103 (2007) weighting factors. Finally, a software tool was 

designed to enable the estimation of the gender and age at exposure specific LAR incidence 

radiation risk metric. The results of this study are readily available for use in dose monitoring 

software platforms to enable detailed organ dose and risk estimates for paediatric CBCT 

exposures. 
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3.6 Roadmap for accurate dose assessment 
 

The aim of this section was to provide guidance on the use of the data presented in this chapter. 

For three clinical indications which require a small, medium and large FOV, organ doses, E and 

LAR incidence were calculated. The following dose assessment task was carried out for the three 

CBCT scanners installed in the Oral and Maxillofacial Surgery – Imaging and Pathology centre of 

the University Hospital of Leuven (Campus St. Rafael); the Promax 3D Max, the Accuitomo 170 

and the NewTom VGI-evo. The  case of a 10 years old who needs to undergo a CUI scan (small-

tooth imaging-protocol), an ULJ (Medium, Upper Lower-Jaw protocol) and a face (large) protocol 

is presented. All selected protocols are among the most frequently applied in the department; a 

tooth CBCT scan is required for several reasons among which tooth auto transplantation 

(EzEldeen et al 2017). For trauma patients, an ULJ protocol is usually required whereas facial 

imaging is performed in cases of craniofacial fractures.  

 

3.6.1 Methods and Materials 
 

The routinely used protocol-specific operation modes for each of the three clinical indications 

are displayed in tables 3.18-3.20.  

 

 Table 3.18 Exposure settings for the clinically applied operation modes for CUI 
protocols 

Scanner 
FOV (diameter x 

height - cm²) 
Operation 

mode 
Rotation 

angle 
kV mAs 

Promax 3D Max 5 x 5.5 ULD/NR (S) * 210 96 16 
Accuitomo 170 6 x 6 Standard 360 90 87.5 
NewTom VGi evo 5 x 5 Normal 360 110 14.4** 

 *ULD/NR (S) stands for ultra low dose – normal reconstruction – small patient 
size 
**average value of 10 years old males and females (scans performed under TCM) 

 

 Table 3.19 Exposure settings for the clinically applied operation modes for ULJ 
protocols 

Scanner 
FOV (diameter x 

height - cm²) 
Operation 

mode 
Rotation 

angle 
kV mAs 

Promax 3D Max 10 x 9 ULD/NR (S) * 210 96 16 
Accuitomo 170 10 x 10 Standard 360 90 87.5 
NewTom VGi evo 10 x 10 Normal 360 110 9.6** 

 *ULD/NR (S) stands for ultra low dose – normal reconstruction – small patient 
size 
**average value of 10 years old males and females (scans performed under TCM) 

 

 

 Table 3.20 Exposure settings for the clinically applied operation modes for facial 
protocols 

Scanner FOV (diameter x 
height - cm²) 

Operation 
mode 

Rotation 
angle 

kV mAs 

Promax 3D Max 13 x 13 ULD/NR (S) * 210 96 16 
Accuitomo 170 14 x 10 Standard 360 90 87.5 
NewTom VGi evo 15 x 12 Normal 360 110 8.9** 

 *ULD/NR (S) stands for ultra low dose – normal reconstruction – small patient size 
**average value of 10 years old males and females (scans performed under TCM) 
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The equation 3.1 provides the normalized values for organ doses, E and LAR when the 

appropriate a and b factors are used. To calculate the absolute values the outcome of equation 

3.1 was further multiplied with the mAs values in tables 3.18-3.20 (eq 3.2): 

Absolute value (di,j, Ej, LARj,k) = [ 𝑎 ∗ ln(10) + 𝑏 ] * (mAs)j     (eq 3.2) 

where i stands for a specific organ, j for a specific examination and k for a specific gender. Note 

that x=10 in equation 3.2 (ln(10)), as the study is carried out for a 10 years old child.  For CUI 

calculations we use the scanner-specific a and b values in table 3.5, for ULJ protocol the values 

in table 3.9 and for facial those illustrated in table 3.14.  

 

3.6.2 Results 
 

Tables 3.21-3.23 present the results of the study. Organ doses are provided for each case along 

with an estimation of the effective dose and the LAR incidence for a 10 years old male and female. 

The effective dose has also been converted to number of cases per 100000 persons, such that 

comparison with LAR is straightforward. The conversion was performed following the statement 

in ICRP 103 publication (2007) that ‘’based upon cancer incidence data, the detriment adjusted 

nominal risk coefficient for cancer is 5.5 10-2 Sv-1 for the whole population’’ (page 143, Annex 

A).  

 

Table 3.21 Organ dose, E and LAR incidence assessment for CUI protocols in three different 
CBCT scanners 

Organs 

Scanners 
Promax 3D 

Max 
Accuitomo 170 

NewTom VGi 
evo 

Absorbed organ doses (µGy) 

Brain 25 41 45 
Skin 23 125 45 
Oesophagus 10 43 28 
Eye lens 48 268 90 
Muscle 14 57 33 
ET 110 352 245 
Thyroid 25 142 76 
Salivary glands 432 1537 535 
Oral mucosa 650 2190 1509 
RBM 15 62 35 
bone surface 64 287 161 
lymph nodes 39 155 56 

E (µSv) 16 60 33 

E (# cases/100000) 0.088 0.327 0.182 
LAR inc. males (# cases/100000) 0.391 1.422 0.808 
LAR inc. females (# cases/100000) 0.555 2.050 1.169 

 

 

 

 

 

 

 

 



94 

 

Table 3.22 Organ dose, E and LAR incidence assessment for ULJ protocols in three different 
CBCT scanners 

Organs 

Scanners 
Promax 3D 

Max 
Accuitomo 170 

NewTom VGi 
evo 

Absorbed organ doses (µGy) 

Brain 43 141 103 
Skin 62 243 67 
Oesophagus 118 265 66 
Eye lens 212 1662 186 
Muscle 55 171 62 
ET 572 1596 539 
Thyroid 273 606 246 
Salivary glands 1326 3188 1233 
Oral mucosa 1311 3724 1790 
RBM 49 153 61 
bone surface 227 709 281 
lymph nodes 115 271 126 

E (µSv) 57 150 59 

E (# cases/100000) 0.312 0.822 0.325 
LAR inc. males (# cases/100000) 1.229 3.256 1.286 
LAR inc. females (# cases/100000) 2.058 5.303 2.226 

 

Table 3.23 Organ dose, E and LAR incidence assessment for face protocols in three different 
CBCT scanners 

Organs 

Scanners 
Promax 
3D Max 

Accuitomo 170 
NewTom VGi 

evo 

Absorbed organ doses (µGy) 

Brain 734 747 1578 
Skin 82 289 169 
Oesophagus 50 257 83 
Eye lens 573 4046 3103 
Muscle 61 238 120 
ET 664 2055 1147 
Thyroid 163 722 131 
Salivary glands 1116 4530 2837 
Oral mucosa 1082 4189 2181 
RBM 95 196 132 
bone surface 442 909 613 
lymph nodes 73 297 274 

E (µSv) 61 187 111 

E (# cases/100000) 0.336 1.028 0.609 
LAR inc. males (# cases/100000) 1.353 6.704 2.600 
LAR inc. females (# cases/100000) 1.931 4.175 3.384 

 

3.6.3 Conclusions 
 

We used the data provided in section 3.3 and the values in the tables in the appendix to calculate 

each individual organ dose, and assess the E and the LAR incidence for a 10 years old patient for 

three different clinical cases and scanners. The selected operation modes are those routinely 
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applied in our department: they provide an acceptable balance between image quality and dose 

and allow the doctors of the department to accomplish their diagnostic task.  

CUI imaging is, as expected, the lowest radiation dose protocol due to the smallest FOV. The 

ULD/NR (S) operation mode in Promax 3D Max is associated with the lowest doses and the lowest 

risk to the patient. The highest irradiated organs are in all scanners the salivary glands and the 

oral mucosa. The results show that the Cu-equipped x-ray tube of Promax 3D Max protects the 

skin of the patient as this scanner always delivers the lowest dose to the skin. It is also worth 

mentioning  the difference in salivary glands to oral mucosa dose ratio. While this ratio is about 

0.7 in Promax 3D Max and Accuitomo, it is only 0.35 in NewTom VGi-evo. This is due to the strong 

current modulation taking place for tooth imaging in NewTom VGi-evo. The AP prescan mA value 

is much larger compared to the LAT one, as the beam has to cross the entire head to reach the 

detector in the AP projection, yet only the mouth region has to be traversed in the LAT direction. 

As a consequence the mA value, and thus the exposure, is much higher when the beam crosses 

the anterior and posterior part of the head rather than the lateral one. Therefore, the laterally 

positioned parotid is not that much exposed to primary and scatter compared to the mouth 

cavity. This is not the case (strong modulation) for ULJ and face protocols; the prescan AP mA 

value is always higher compared to the LAT one, yet not that considerably different giving rise to 

weak modulation curve. The modulation in NewTom VGi-evo keeps the doses low in ULJ 

protocols, and interestingly, it achieves even lower doses to the thyroid and eye lenses compared 

to Promax 3D Max whose 210° rotation is the strong point towards reducing the dose to the 

organs anteriorly positioned in the head and neck region. Finally, the results show that Promax 

3D Max keeps the radiation detriment in facial scanning at the same levels as the ULJ imaging 

(LAR incidence for males and females). The doses to the brain and the lenses are higher due to 

the increased size of the FOV, yet overall, the risk as provided by the E and the LAR values is 

similar. This is accomplished due to a change in the SAD in Promax 3D Max. The scanner has three 

different SAD distances; for every protocol with a diameter less than 13 cm the SAD is 33.3 cm, 

while it is 43.3 cm for 13cm in diameter protocols and 42.5 cm for 23 cm diameter protocols. This 

10 cm transposition of the SAD brings the head in a longer distance from the tube and reduces 

the absorbed doses at comparable mAs values. It must also be noted that all the protocols in 

Accuitomo 170 correspond to full 360 rotations. The scanner can carry out the acquisitions in half 

rotations, yet the image quality is not adequate and half rotational exposures are not applied in 

the clinic.  

Finally, it is important to point out the underestimation of the radiation detriment when E is used 

as a risk index. When the age and gender independent E value is translated to number of cases 

per 100000 persons, and compared to LAR incidence, the E underestimates the risk for males 

about 4.15 times on average (3.94 to 4.44) and 6.3 for females (5.56 to 6.84). Although the 

absolute risk value is low (maximum 4/100000 for males and 7/100000 for females), the 

underestimation of the risk when E is used is significant. In all cases, females are more prone to 

radiation detriment compared to males with an average 1.5 times higher risk for the examined 

protocols and for the specific age at exposure (10 years old).  It must be noted though, that, as 

already mentioned, the use of E for paediatric patients is problematic and erroneous and hence, 

so is the detriment assessment when based on E. 
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3.7 Appendix 
 

 

Table 3.5 Central Upper Incisors (CUI) logarithmic curve parameters for 
organ doses, E and LAR incidence (males and females) for all scanners 
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Table 3.6 Central Lower Incisors (CLI) logarithmic curve parameters for 
organ doses, E and LAR incidence (males and females) for all scanners 
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Table 3.7 Premolar Lower (PL) logarithmic curve parameters for organ 
doses, E and LAR incidence (males and females) for all scanners 
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Table 3.8 Premolar Upper (PU) logarithmic curve parameters for organ 
doses, E and LAR incidence (males and females) for all scanners 
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Table 3.9 Upper/Lower Jaw (ULJ) logarithmic curve parameters for organ 
doses, E and LAR incidence (males and females) for all scanners 
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Table 3.10 Lower Jaw (LJ) logarithmic curve parameters for organ 
doses, E and LAR incidence (males and females) for all scanners 
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Table 3.11 Cleft logarithmic curve parameters for organ doses, E and 
LAR incidence (males and females) for all scanners 
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Table 3.12 Maxillofacial complex curve parameters for organ doses, E 
and LAR incidence (males and females) for all scanners 
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Table 3.13 Sinus curve parameters for organ doses, E and LAR 
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Table 3.14 Face curve parameters for organ doses, E and LAR incidence 
(males and females) for all scanners 
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Table 3.15 Skull curve parameters for organ doses, E and LAR incidence 
(males and females)  for all scanners 
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Table 3.16 Unilateral Temporal bone (UT) curve parameters for organ 
doses, E and LAR incidence (males and females) for all scanners 

Sc
an

n
er

 

P
ar

am
et

er
 

B
ra

in
 

Sk
in

 

O
es

o
p

h
ag

u
s 

Ey
e 

le
n

s 

M
u

sc
le

s 

ET
 

Th
yr

o
id

 

Sa
liv

ar
y 

gl
an

d
s 

O
ra

l m
u

co
sa

 

R
B

M
 

B
o

n
e 

su
rf

ac
e

 

Ly
m

p
h

 n
o

d
es

 

ED
 (

µ
Sv

/m
A

s)
 

LA
R

 in
ci

d
en

ce
 m

al
es

 

LA
R

 in
ci

d
en

ce
 f

em
al

es
 

N
ew

To
m

  5
G

 

r -0
.9

5 

-0
.9

3 

-0
.9

3 

-0
.9

4 

-0
.9

5 

-0
.9

6 

-0
.9

1 

-0
.9

7 

-0
.9

7 

-0
.9

7 

-0
.9

7 

-0
.9

4 

-0
.9

7 

-0
.9

8 

-0
.9

8 

R
² 

0
.9

5 

0
.9

1 

0
.9

3 

0
.9

4 

0
.9

5 

0
.8

8 

0
.9

2 

0
.9

6 

0
.9

7 

0
.9

8 

0
.9

8 

0
.9

1 

0
.9

9 

0
.9

9 

1
.0

0 

𝑏
 

1
6

8
.3

9
0 

2
6

.1
7

0 

5
.7

7
9 

1
9

5
.5

9
0 

1
6

.2
8

8 

1
0

0
.7

8
0 

7
.5

0
1 

4
3

9
.2

5
0 

1
8

7
.6

9
0 

5
3

.3
2

2 

2
4

7
.4

1
0 

2
4

.2
5

3 

1
8

.7
6

5 

0
.6

5
1 

0
.7

6
7 

𝑎
 

-3
6

.7
4

0 

-7
.1

24
 

-2
.0

60
 

-4
1

.4
5

0 

-3
.3

23
 

-1
3

.5
0

0 

-1
.6

25
 

-8
8

.3
8

0 

-3
8

.5
7

0 

-1
3

.5
8

0 

-6
3

.0
2

0 

-8
.6

94
 

-4
.3

24
 

-0
.2

01
 

-0
.2

34
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



120 

 

Table 3.17 Bilateral Temporal bone (BT) curve parameters for organ 
doses, E and LAR incidence (males and females) for all scanners 
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CHAPTER 4 

Radiation dose metrics for dental and maxillofacial 

CBCT dose monitoring: the CTDI concept 
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4.1 Introduction 
 

The objective of quality assurance (QA) and quality control (QC) of radiological equipment is to 

ensure that these systems are safe for use and produce diagnostically acceptable images with 

reasonably low doses. In this context, radiation dose metrics are essential. They have a double 

role: to characterize the performance of a system and to allow dose estimates to typical patients 

by means of appropriate conversion factors. The latter approach is common in Multi Detector CT 

(MDCT), either via the use of dose length product (DLP) to effective dose conversion factors or 

via the recently introduced Size Specific Dose Estimate (SSDE) factors applied to 𝐶𝑇𝐷𝐼𝑣𝑜𝑙.  

The Computed Tomography Dose Index (CTDI) was first introduced by Shope et al (1981). It aimed 

to quantify the total dose accumulated by a cylindrical phantom from a single rotation of a fan-

shaped X-ray beam. At the time CTDI was introduced there were only head CT scanners, and 

measurements were performed with TLDs. The slice thicknesses were 7 mm, and the original 

practical application of the CTDI formula was for +/- 7 T (T = the slice thickness). A pencil ion 

chamber, 10 cm long, was then developed to meet this criteria, and its active volume was large 

enough to encompass the primary and the scattered radiation from a narrow, fan-shaped CT 

beam. CTDI became a standard method for measuring and comparing the radiation output, 

initially for single-slice CT scanner technology on which the technique was developed, and later 

for MDCTs and cone beam MDCTs.  

Over time, the number of simultaneously captured slices increased from 1 to 320 and as a 

consequence the x-ray beam shape evolved from fan beam to a wide cone beam geometry (Hu 

1999, Kalender 2005, Mori et al 2005, McCollough et al 2007, Takaoka et al 2013). Nowadays, 

the beam width along the longitudinal z-axis at the axis of rotation can even go beyond 10 cm in 

recent state of the art MDCT scanners and can be much larger in dental CBCT systems (Mori et al 

2005, Rogalla et al 2009, Geleijns et al 2009). While in case of phantom measurements the typical 

10 cm long ‘pencil’ ion chamber is insufficiently long to capture the scatter of narrow beams (e.g. 

2cm), for beam widths greater than 10 cm even a part of the primary beam is not collected and 

the proportion of scatter tail loss gets much higher. A number of studies have since questioned 

the applicability of CTDI-based metrics for dosimetry of wide cone beam CT systems (Dixon et al 

2003, 2006, Boone  et al 2007, Perisinakis et al 2007).   

Dental CBCT systems are wide cone beam CT scanners which have been routinely used for more 

than fifteen years for a wide range of applications in oral and maxillofacial imaging. They 

demonstrate unique geometrical and acquisition features which vary among systems and hence, 

the establishment of a standardized QA dosimetry method is cumbersome. A wide range of FOVs 

for different clinical cases are available: the axial diameter of the FOV may vary from about 4 cm 

for single tooth imaging to more than 25 cm for skull imaging while the longitudinal z-axis beam 

width may range from 4 to 26 cm for the previously mentioned clinical cases. Some scanners 

perform a full rotation (360°) around the head of a patient while other systems perform half 

(180°) or even partial rotations (180°-360°). Such rotations generate asymmetrical and 

inhomogeneous in-plane dose distributions (Pauwels et al 2012b). Finally, some scanners employ 

a so-called offset scanning acquisition geometry which enables the acquisition of large scanning 

volumes with small-sized flat panel detectors (Scarfe and Farman 2008). Consequently, the 

establishment of a standardized dose index for dental CBCT systems is a complicated task and 

the relevance of CTDI is questionable.  

Several dose indices have been proposed for routine QA measurements on dental CBCTs so far. 

The SEDENTEXCT consortium suggested two different formulae for a new dental CBCT dose Index 

(CBCT DI) in which the accumulated dose in a dedicated PMMA phantom for inhomogeneous 
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dose distributions can be approximated by the quantity CBCT DI-1 which corresponds to the 

average of seven dose measurements along the diameter of a dedicated PMMA phantom 

(Pauwels et al 2012b, ICRP 2015, Araki et al 2013). For more homogeneous dose distributions, a 

CTDIw-adapted formula (CBCT DI-2) is proposed, where the only difference with the standard 

CTDIw is that CBCT DI-2 weights the central and the average peripheral dose measurements  

equally. However, to the best of our knowledge, this method does not account for the large z-

axis beam widths, especially when a pencil IC replaces a point dose IC. Furthermore, it has not 

been validated yet whether the two proposed indices can approximate the accumulated dose in 

the phantom sufficiently. 

Two different methodologies were proposed in the early 2010’s to tackle the issue of wide z-axis 

beam widths. AAPM Task Group 111 introduced a methodology applicable to helical and axial 

operation modes, fan and cone shaped beams of any width, which also covers any table 

increment, scanning length and any phantom shape (AAPM 2010). For non-stationary table 

acquisitions, the method suggests the equilibrium dose – pitch product as the most efficient dose 

metric; this is the upper limiting value of the central cumulative dose, measured at the center of 

the scanning length of a CT scan with a thimble ion chamber. For stationary acquisitions (like 

MDCT perfusion scans), the proposed metric is the central cumulative dose f(0). The 

methodology is easily applicable, well-documented and robust. However, (1) it requires 

equipment (thimble IC) which is not commonly available in Medical physics departments dealing 

with diagnostic radiology. (2) The method is not validated for dental CBCT scanners which may 

be stationary modalities in the sense that there is no patient translation during x-ray tube 

rotation. (3) Complex non-symmetrical (offset) in-plane and longitudinal beam shapes are used, 

next to small in-plane diameters.  

The International Electrotechnical Commission (IEC) issued in 2010 the IEC 60601-2-44 document 

(Amendment 1 of version 3), also adopted by the International Atomic Energy Agency (IAEA), 

aiming to  preserve the meaning of the CTDI-based metrics as an integrated index of the entire 

dose profile representing the total effect of the radiation beam (IEC 2010, IAEA 2011). To cope 

with the tendency towards wider z-axis collimations, IEC initially superseded the original 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 definition with 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0. Instead of dividing the dose integral with the nominal 

beam width (NxT, N simultaneously captured slices of width T) when assessing the central and 

peripheral 𝐶𝑇𝐷𝐼100  values in a standard head or body CTDI phantom (IEC 2.0, equation 4.1), 

division is made by the 100 mm length or by the nominal z-axis beam width (IEC 3.0, equation 

4.2), whichever is the smallest value.  

 

𝐶𝑇𝐷𝐼100,𝐼𝐸𝐶2.0 = 
1

(𝑁𝑥𝑇)
 ∫ 𝐷(𝑧)𝑑𝑧

+50

−50
   (eq. 4.1) 

 

𝐶𝑇𝐷𝐼100,𝐼𝐸𝐶3.0 = 
1

min {(𝑁𝑥𝑇),100)}
 ∫ 𝐷(𝑧)𝑑𝑧

+50

−50
 (eq. 4.2) 

 

However, this modification was not sufficient to cope with the very wide z-axis beams of recent 

state-of-the-art cone beam MDCTs. The new amendment, i.e. 𝐶𝑇𝐷𝐼100,𝐼𝐸𝐶3.1, employs equation 

4.1 for nominal z-axis beam widths up to 40 mm. For nominal beam widths > 40mm, equation 

4.3 is used in which a reference beam of approximately 2 cm is defined. The dose integral is 

subsequently divided by the reference beam width (NxT)ref, and scaled by the ratio of the free 

in air (scatter free) CTDI measurements of the nominal to the reference beam.  

 

𝐶𝑇𝐷𝐼100,𝐼𝐸𝐶3.1 =  
1

(𝑁𝑥𝑇)𝑟𝑒𝑓
 𝑥 (∫ 𝐷𝑟𝑒𝑓 

+50𝑚𝑚

−50𝑚𝑚
(𝑧)𝑑𝑧 )  𝑥 ( 

𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟,𝑁𝑥𝑇

𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟,𝑟𝑒𝑓
) (eq. 4.3) 
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For all methodologies, the 𝐶𝑇𝐷𝐼𝑤 values use the same basic formula: 

 

𝐶𝑇𝐷𝐼𝑤 = (1/3) * 𝐶𝑇𝐷𝐼100,𝑐 + (2/3) * 𝐶𝑇𝐷𝐼100,𝑝  (eq. 4.4) 

 

where 𝐶𝑇𝐷𝐼100,𝑐  represents the measured CTDI at the central position and 𝐶𝑇𝐷𝐼100,𝑝  the 

average CTDI value of the four measurements in the periphery of the CTDI phantom.  

The ultimate goal in CT dosimetry has been to include all the effects of primary and scatter 

radiation in the CTDI metric. This is particularly important in studies where CTDI is used to 

approximate patient dose; the scatter tails of the single beam profile represent the contribution 

of the adjacent slices to the central slice of a theoretical multi-rotational acquisition.  

Theoretically, for very large beam widths,  this could be achieved with an infinitely long CTDI 

phantom and  an infinitely long IC, leading to an estimate of the infinite CTDI (𝐶𝑇𝐷𝐼𝑤,∞). In 

practice, even with extra phantoms that may approximate an ‘infinite length’, the measurement 

of 𝐶𝑇𝐷𝐼𝑤,∞ is cumbersome. Alternatively, the 𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  factor has been introduced as the 

ratio of a measured (practical) CTDI metric (𝐶𝑇𝐷𝐼𝑤) and the 𝐶𝑇𝐷𝐼𝑤,∞ (eq.4.5) to describe the 

error with which the 𝐶𝑇𝐷𝐼𝑤 fails to account for the full dose effects. If the ratio is constant for 

every beam width, the full dose effects can be deduced by applying a simple correction factor 

(
1

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  
) to 𝐶𝑇𝐷𝐼𝑤. Therefore, the utility and relevance of any CTDI-based metric can be 

checked via the CTDI measurement efficiency that has to be constant for a CTDIw metric to be 

relevant. 

 

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  =  
𝐶𝑇𝐷𝐼𝑤

𝐶𝑇𝐷𝐼𝑤,∞
   (eq 4.5) 

 

It has been reported that the new IEC 3.1 methodology does indeed give a constant efficiency in 

modern cone beam MDCTs (IEC 2010, IAEA 2011). Furthermore, it was recently shown that 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1  could be efficiently applied to a CBCT system mounted on a linear accelerator 

(Abuhaimed et al 2014).  

The aim of present study was multifold. Initially, our objective was to investigate whether this 

method leads to robust results when translated to different types of dental CBCT scanners. The 

decision criterion as to whether the method is applicable employs the 𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 concept, 

which requires 𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   to be constant for the entire range of the available FOVs in a 

dental CBCT scanner. We investigated the applicability of the method in two scanners with totally 

different technical specifications and geometry acquisitions; Promax 3D Max and NewTom 5G. 

Apart from 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1, we also assessed the efficiency of 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 and 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0. In a 

second step we aimed to check whether the 1/3 and 2/3 factors for central and peripheral CTDI 

measurements also apply for dental CBCT scanners by verifying whether the CTDI still represents 

the average dose in the scanning region. In a third step, we calculated the 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1for every 

clinically applied FOV and for all five scanners involved in the project. Finally, we aimed to provide 

CTDI to E and LAR conversion factors such that an immediate estimation of organ doses and 

radiation risk is achieved.  

The Monte Carlo (MC)– based simulation approach that was used gave practical solutions for the 

many practical difficulties in measuring 𝐶𝑇𝐷𝐼𝑤,∞. The MC approach enabled the simulation of 

the 2cm wide reference x-ray beams for free-in-air and phantom measurements, required in the 

new IEC 3.1 method. Such narrow beam widths are not available on dental CBCT systems and 

cannot be set manually as there is no manual collimation. A further motivation to use MC 
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methods was the requirement of the IEC 3.1 methodology for a dose integration length that is at 

least 4 cm larger than the beam width when free in air measurements of beams wider than 6 cm 

are employed. Practically, this is achievable by stepping the pencil IC through the x-ray beam at 

intervals equal to its sensitive length and by taking successive measurements at each position. 

This task is however prone to many errors, especially in dental CBCTs with a panoramic (patient-

sitting-on-a-chair) orientation and was performed with MC. To check the applicability of the three 

IEC approaches ( 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 , 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 , 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 ), voxel models of a commercially 

available pencil IC and the required CTDI phantoms were designed. A novel voxel model was also 

implemented which allowed the calculation of axial dose distributions and thus an evaluation of 

whether the 1/3 and 2/3 factors for central and peripheral CTDI measurements also apply for 

dental CBCT scanners.  

 

 

4.2 Methods and Materials 

 

4.2.1 Investigation of the applicability of CTDIw,IEC2.0 ,  CTDIw,IEC3.0  and CTDIw,IEC3.1  

method for different scanners, technical specifications and investigated 

clinical protocols  
 

Two dental CBCT scanners with different geometric and technical specifications were employed: 

the Newtom 5G and the Promax 3D Max. The Newtom 5G system is oriented horizontally (as in 

conventional CT), whereas the Promax 3D Max has a vertical, panoramic-like orientation. The x-

ray tube – detector system In Newtom 5G, always performs a full rotation around the head of 

the patient while the Promax 3D Max makes a partial 210° rotation for each protocol, except for 

full skull imaging where a full rotation is employed. The beam shape in the axial plane is 

asymmetrical in the Newtom 5G due to offset scanning in all cases (except the 6x6 and 8x8 cm² 

FOVs), while the Promax 3D Max employs a symmetrical radiation field, with the exception of the 

skull protocol which is also performed with an offset configuration (figure 4.1).  

 

 

Figure 4.1. Geometric specifications of the two models. The Newtom 5G employs 
a beam offset and a full rotation (except for the smallest FOVs); the Planmeca 
Promax 3D Max employs a symmetrical beam and a 210° rotation (except for the 
largest FOV). In Promax 3D Max there is a change in the SAD according to the 
diameter of the FOV. 
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The Source to Axis of rotation distance (SAD) is fixed for the Newtom 5G, but for Promax 3D Max, 

the SAD changes depending on the protocol and the associated FOV. Other differences between 

these scanners are related to their energy spectra. In the Newtom 5G, each clinical protocol 

operates at 110 kV whereas the Promax 3D Max operates at 96 kV. An additional Aluminum (Al) 

x-ray tube filter is used in the Newtom 5G while a combined Cu (Copper)/Al filter is used in the 

Promax 3D Max; both are flat filters without any beam shaping-bowtie structure. Table 4.1 

summarizes the technical specifications of both scanners. 

 

Table 4.1 Technical specifications of the two scanners 

Specifications Newtom 5G Promax 3D Max 

Total filtration * 4.4 mmAl @70 kV > 0.5 mmCu + 2.5 mmAl 
Operating voltage (kV) 110 96 
Measured HVL at the 
operating voltage (mmAl) 

4.75 9.00 

SDD (cm)** 97 60 
SAD (cm) *** 66.4 33.3 / 43.5 / 42.6 *** 
Rotation 360° 210° / 360° **** 

*Based on the specifications provided by the manufacturer 
**SDD stands for Source to Detector Distance and SAD for Source to Axis of Rotation 
distance 
***The SAD changes according to the diameter of the FOV; for a diameter d<13cm, the 
SAD=33.3 cm, for d=13cm the SAD = 43.5 cm and for d=23cm the SAD = 42.6 cm 
****Full rotation (360°) applies only for skull protocols having a FOV diameter of 23 cm 

 

Table 4.2 presents the protocols studied. For both scanners, six protocols were investigated: 6x6, 

8x8, 12x8,15x5,15x12, 18x16 cm² and 5x5.5, 8.5x7.5, 10x5.5, 10x9, 13x16 and 23x16 cm² for the 

NewTom 5G and the Promax 3D Max respectively (FOV expressed as diameter x height cm2). 

They were selected to cover the entire range of the available FOV sizes.  

In present study, the CTDI results were normalized to the tube load, i.e. they were expressed in 

mGy/mAs to get the results applicable for every operation mode (low dose, normal or high dose) 

which uses different mAs settings. Normalization to mAs is allowed since there is no change in 

SAD/SDD ratio, in filtration, in the rotation geometry or the operating voltage among the 

different operation modes which could influence the output of the scanner. 
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4.2.2 Implementation of the IEC methods through voxel modeling 
 

A head CTDI voxel model, resembling a typical head CTDI phantom, was designed for future MC 

simulations of CTDI related concepts. The phantom/voxel model material was Polymethyl 

Methacrylate (PMMA), with a diameter of 16 cm and a height of 15 cm (figure 4.2). Assessment 

of 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0  and 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0  was straightforward: the dose was estimated using MC 

simulation at the central and peripheral holes of the standard head CTDI voxel model (equations 

1 and 2) followed by calculation of 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 and 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 via equation 4.4.  

 

 

Figure 4.2 The head CTDI voxel model. When the dose is calculated in one of the holes (central 
hole on the right hand image), the other holes are simulated to consist of PMMA, representing 
good practice in CTDI measurements, i.e. using PMMA plugs in the remainder holes 

 

The calculation of 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 requires 𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟  MC dose simulations for every nominal 

beam and each respective reference beam in order to calculate the ratio (
𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟,𝑁𝑥𝑇

𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟,𝑟𝑒𝑓
) 

(equation 4.3). MC dose simulations in the head CTDI voxel model then gave an estimate of 

𝐶𝑇𝐷𝐼100,ref, or, more precisely, the factor 
1

(𝑁𝑥𝑇)𝑟𝑒𝑓
 𝑥 (∫ 𝐷𝑟𝑒𝑓 

+50𝑚𝑚

−50𝑚𝑚
(𝑧)𝑑𝑧 ).  

To carry out the 𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟  simulations, a voxel model of a typical 10 cm long pencil IC was 

designed. The voxel model was built in Matlab (version 7.12.0.635, R2011a, MathWorks Inc.) 

according to the DCT10 Pencil IC specifications (RTI Electronics, Molndal, SE).  The outer diameter 

was 0.92 cm with a 0.06 cm thick graphite equivalent wall. Air equivalent plastic ‘C-552’ with 

density 1.76 g/cm³ was used for this wall (http://physics.nist.gov/cgi-

bin/Star/compos.pl?refer=ap&matno=126). In  the center of the IC, a 0.2 cm diameter inner Al 

electrode was simulated. The in-plane voxel dimension was 0.01cm (figure 4.3). According to the 

IEC3.1 methodology, the requested dose integration length for free in air measurements has to 

extend at least 4 cm beyond the nominal beam width (2cm at each side of the beam). Therefore, 

the active length of the IC voxel model was set to 10cm for the simulations of  the 6x6 and 15x5 

cm² protocols in the NewTom 5G and the 5x5.5 and 10x5.5 cm² protocols in the Promax 3D Max. 

For the other protocols the active length was set at 20 cm to simulate two consecutive 

measurements with a 10 cm long  IC. The pencil IC voxel model was positioned in the MC 

framework with its long axis parallel to the axis of rotation at the SAD for every FOV.  

To calculate the factor 
1

(𝑁𝑥𝑇)𝑟𝑒𝑓
 𝑥 (∫ 𝐷𝑟𝑒𝑓 

+50𝑚𝑚

−50𝑚𝑚
(𝑧)𝑑𝑧 ) , the standard head CTDI voxel model 

was employed and virtual reference FOVs, having a beam width of 2cm and a diameter equal to 

the diameter of each investigated nominal FOV, were designed (figure 4.4, table 4.2).  The 

reference beam width was in all cases 2 cm, and hence, the dose integration length was set to 10 
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cm. The head CTDI voxel phantom was positioned with its axis parallel to the rotation axis at the 

SAD.  

 

 

 
 

Figure 4.3 Axial cross section of a 
voxelized pencil IC 

Figure 4.4 Reference and nominal FOV 

 

To calculate the CTDI measurement efficiency, 𝐶𝑇𝐷𝐼𝑤,∞ MC calculations were performed. Mori 

et al (2005) showed that phantom and dose integration length should be greater than 30 cm to 

capture more than 90% of the full dose profile (Mori et al 2005, Perisinakis et al 2007). Therefore, 

a 50 cm long head CTDI voxel phantom with a typical 16 cm diameter was designed to 

approximate the infinite length, along with a dose integration length of 50 cm. IEC (2010) and 

IAEA (2011) reported CTDI efficiency curves generated with a 50 cm long phantom to simulate 

the infinite length.  

For CTDI simulations in the head phantoms (standard and infinitely long), instead of directly 

simulating the IC at each position inside the phantom, the PMMA voxels which corresponded to 

the IC position were specified and dose in PMMA calculated. Subsequently, dose in air was 

obtained by multiplying by the ratio of the mass energy absorption coefficient in air to that in 

PMMA. This method reduces the large simulation uncertainties due to the limited number of 

photon interactions in air (active volume of the ion chamber). 

To obtain the dose values in mGy, the MC calculated value in mGy*cm (dose x integration length) 

was either divided by the z-axis beam width for the typical 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 estimation or by the 

minimum value of the beam width and the active IC length for the 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 estimation. For 

MC validation purposes, the MC calculated 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0  values were compared against real 

measurements for four different protocols in NewTom 5G (6x6, 15x5, 15x12 and 18x16 cm²). A 

standard head CTDI phantom was positioned in such a way that its central longitudinal axis 

coincided with the axis of rotation of the scanner and dose measurements were carried out at 

the operating voltage of each protocol (110 kV) with a calibrated pencil IC (DCT10, RTI Electronics, 

Molndal, SE).The geometry validation process, which was designed to test the accurate 

reproduction of the phantom set-up, was carried out only for the IEC 3.0 methodology. The 

reason IEC 3.0 was selected for validation of the geometry over IEC 3.1 was (1) to overcome 

practical complexities which could have introduced uncertainties in IEC 3.1 CTDI real dose 

measurements; (2) the accurate stepping of the IC for consecutive free-in-air measurements and 

(3) the lack of reference beams (as there was no manual collimation in both scanners).  

The clinical relevance of the new CTDI metric (IEC 3.1) was tested by verifying whether the ratio 

of 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1to 𝐶𝑇𝐷𝐼𝑤,∞ (equation 4.5) was constant.  
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We designed a “spider” voxel model which enabled us to visualize the in-plane dose distribution 

and calculate directly the absorbed dose in PMMA (figure 4.5). This directly calculated absorbed 

dose was subsequently compared to that one deduced from 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 This comparison aimed 

to (1) investigate whether 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 manages to represent the dose accumulated in the scan 

volume in dental CBCT exposures (as it should do according to the historical definition of CTDI) 

and (2) check the relevance of the center (1/3) versus peripheral (2/3) weighting factors in the 

CTDI definition. To this end, The spider phantom had the typical dimensions and composition of 

a PMMA – standard head CTDI phantom, yet with an axial configuration that allowed dose 

calculations in 160 different sectors.  

 
Figure 4.5 The spider-like voxel model employed to illustrate the axial dose 
distribution and calculate the average dose in the scan plane. 

 

4.2.3 Calculation of CTDIw,IEC3.1 for every FOV and scanner involved in the 

study and proposal of conversion factors 
 

We assessed the CTDIw,IEC3.1 for every FOV which has been clinically applied in this project (table 

3.4). In conjunction with the dose calculations in chapter 3, we provide a straightforward way to 

assess age-specific organ dose and risk assessment for every clinical protocol via scanner-specific 

conversion factors.  

 

4.3 Results 

4.3.1 Investigation of the applicability of CTDIw,IEC2.0 ,  CTDIw,IEC3.0  and 

CTDIw,IEC3.1  methods for different scanners, technical specifications and 

investigated clinical protocols 

 
The MC simulation uncertainty was calculated in terms of  % CV (Coefficient of Variance) of the 

calculated dose values. The average %CV on 𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟 calculations was 4% whereas for 

CTD100 calculations  in the head phantom, the average statistical uncertainty was less than 0.5%. 

For dose calculations in PMMA in the spider-phantom, the average uncertainty was less than 

0.2%. In all cases, 10 million histories per projection were simulated for a total number of 360 

and 210 projections in Newtom 5G and Promax 3D Max respectively. In the case of the largest 

23 x16 cm² FOV in Promax 3D Max, namely is a full rotation protocol, 360 projections were 
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simulated. The overall uncertainty in the calculations is estimated to be around 6%, including a 

2% measurement uncertainty for the IC used in the MC framework customization procedure, and 

provided by the calibration lab. 

The protocols for both scanners and the respective calibration factors (histories/mAs) are 

presented in table 4.2. When the calibration factors of all FOVs are plotted against the field area 

at each projection, i.e. the product diameter x height, a linear relationship is observed as 

illustrated in figure 4.6. This allows calculation of calibration factors for the virtual, 2cm wide, 

reference beams. It should be noted that the field size calculations were based on the collimation 

openings that were provided by the manufacturers and not from any measured or even indicated 

diameter.  

 

 

Table 4.2 Calibration factors for each scanner 
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8 x 8 Upper/lower jaw 8.6 7.9 67.8 6.921E+10 
12 x 8 Sinus 9.9 7.9 77.9 8.584E+10 
15 x 5 Temporal bone 11.6 5.5 63.4 6.458E+10 

15 x 12 Face 11.6 13.4 155.7 1.572E+11 
18 x 16 Face / Skull 13.4 16.7 223.9 2.296E+11 
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13.0 1.232E+10 
8 x 2 8.6 2 17.2 1.663E+10 
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18 x 2 13.4 2 26.8 2.649E+10 
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8.5 x 7.5 Teeth 8.5 7.5 63.8 4.62E+10 
10 x 5.5 Cleft palate 10 5.5 55.0 3.97E+10 
10 x 9 Upper/lower jaw 10 9 90.0 6.70E+10 

13 x 16 Face 13 16 208.0 8.78E+10 
23 x 16 Skull 13.6 16 217.6 1.00E+11 
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10.0 7.76E+09 
8.5 x 2 8.5 2 17.0 1.28E+10 
10 x 2 10 2 20.0 1.50E+10 
13 x 2 13 2 26.0 1.14E+10 
23 x 2 13.6 2 27.2 1.20E+10 
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Figure 4.6. Linear relationship between calibration factors and the field area of the  FOV per 

projection 

 

 

The MC calculated 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1  values along with the MC calculated  𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0  and 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 values are presented in Table 4.3 for the two systems.  

 

 

 

Table 4.3. 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0  , 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0  and 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1  MC calculated values for both 

scanners 

NewTom 5G 

FOV (cm²) 
(diameter x height) 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 
(mGy/mAs) 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 
(mGy/mAs) 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 
(mGy/mAs) 

6 x 6 0.123 0.123 0.124 
8 x 8 0.152 0.152 0.162 

12 x 8 0.187 0.187 0.189 
15 x 5 0.202 0.202 0.203 

15 x 12 0.160 0.215 0.208 
18 x 16 0.135 0.225 0.211 

Promax 3D Max 

5 x 5.5 0.057 0.057 0.057 

8.5 x 7.5 0.079 0.079 0.082 
10 x 5.5 0.090 0.090 0.091 
10 x 9 0.088 0.088 0.089 

13 x 16 0.048 0.076 0.070 
23 x 16 0.037 0.059 0.054 

 

 

Table 4.4 presents the % difference between the simulated and the measured 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 

values in the NewTom 5G scanner for the geometry validation purposes.  
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Table 4.4. Validation of the MC method via 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 comparison 

FOV (cm²) 
(diameter x 

height) 

Monte Carlo 
𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0   
(mGy/mAs) 

Measured 
𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0  
(mGy/mAs) 

% difference 

6 x 6 0.123 0.116 5.7 

15 x 5 0.202 0.195 3.5 

15 x 12 0.215 0.212 1.4 

18 x 16 0.225 0.228 -1.3 

    

 

The 𝐶𝑇𝐷𝐼𝑤,∞ values and the 𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦  of the three methods (IEC 2.0, IEC 3.0 and IEC 3.1) 

are presented in tables 4.5 and 4.6 for the NewTom 5G and the Promax 3D Max respectively. 

 

Table 4.5. 𝐶𝑇𝐷𝐼𝑤,∞ and measurement efficiency in NewTom 5G 

FOV (cm²) 
(diameter x 

height) 

𝐶𝑇𝐷𝐼𝑤,∞ 
(mGy/mAs) 

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   

(IEC 2.0) 

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   

(IEC 3.0) 

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   

(IEC 3.1) 

6 x 6 0.147 0.84 0.84 0.85 
8 x 8 0.185 0.82 0.82 0.88 

12 x 8 0.223 0.84 0.84 0.85 
15 x 5 0.233 0.87 0.87 0.87 

15 x 12 0.235 0.68 0.91 0.89 
18 x 16 0.237 0.57 0.95 0.89 

 

Table 4.6. 𝐶𝑇𝐷𝐼𝑤,∞ and measurement efficiency in Promax 3D Max 

FOV (cm²) 
(diameter x 

height) 

𝐶𝑇𝐷𝐼𝑤,∞ 
(mGy/mAs) 

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   

(IEC 2.0) 

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   

(IEC 3.0) 

𝐶𝑇𝐷𝐼𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦   

(IEC 3.1) 

5 x 5.5 0.068 0.84 0.84 0.83 
8.5 x 7.5 0.097 0.81 0.81 0.85 
10 x 5.5 0.109 0.83 0.83 0.83 
10 x 9 0.111 0.79 0.79 0.80 

13 x 16 0.081 0.59 0.94 0.86 
23 x 16 0.064 0.58 0.92 0.84 

 

 

The PMMA voxel model in figure 4.5 was designed to visualize the dose distributions in the axial 

plane and to directly calculate the absorbed dose in PMMA for every investigated protocol. These 

dose distributions are shown in figures 4.7 and 4.8 for the two systems. For each protocol, the 

absorbed dose in each of the 160 sectors of the phantom was calculated and was normalized to 

the highest absorbed dose. The highest dose sectors, receiving 95-100% of the maximum 

absorbed dose, are illustrated in black, with each grey level step from black to white 

corresponding to a 5% dose decrease from the preceding value. The outer lines indicate the 

border of the 16 cm-diameter phantom and the dotted lines show the borders of the FOV 

diameter.  
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Figure 4.7. In-plane dose distribution for each protocol in NewTom 5G. Dose decreases in 
5% steps (grey levels) from black (highest dose) to white (lowest dose)  

 

 

  
 

Figure 4.8. In-plane dose distribution for each protocol in Promax 3D Max. Dose decreases in 
5% steps (grey levels) from black (highest dose) to white (lowest dose) 

 

In tables 4.7 and 4.8, 𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼  represents the absorbed dose in PMMA as deduced from 

CTDIw,IEC3.1  simulations and based on the 1/3 and 2/3 weighting for the central and peripheral 

dose estimates. 𝐷𝑃𝑀𝑀𝐴 represents the absorbed dose in PMMA as directly calculated with the 

spider phantom. Considering the 𝐷𝑃𝑀𝑀𝐴 as the gold standard, the relevance of the 1/3 and 2/3 

weighting factors can be evaluated by comparing  𝐷𝑃𝑀𝑀𝐴 to  𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 for each FOV.  

 

 

 



134 

 

Table 4.7 𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 vs 𝐷𝑃𝑀𝑀𝐴 values for the NewTom 5G 

FOV (cm²) 
(diameter x 

height) 

𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 
(mGy/mAs) 

𝐷𝑃𝑀𝑀𝐴 
(mGy/mAs) 

𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 

𝐷𝑃𝑀𝑀𝐴

 

6 x 6 0.096 0.098 0.99 

8 x 8 0.126 0.134 0.94 

12 x 8 0.146 0.157 0.93 

15 x 5 0.157 0.168 0.94 

15 x 12 0.161 0.174 0.90 

18 x 16 0.163 0.175 0.93 

 

 

Table 4.8 𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 vs 𝐷𝑃𝑀𝑀𝐴 values for the Promax 3D Max 

FOV (cm²) 
(diameter x 

height) 

𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 
(mGy/mAs) 

𝐷𝑃𝑀𝑀𝐴 
(mGy/mAs) 

𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 

𝐷𝑃𝑀𝑀𝐴

 

5 x 5.5 0.048 0.054 0.89 

8.5 x 7.5 0.070 0.078 0.91 

10 x 5.5 0.077 0.085 0.89 

10 x 9 0.075 0.090 0.83 

13 x 16 0.059 0.068 0.87 

23 x 16 0.045 0.052 0.87 

 

4.3.2 Calculation of CTDIw,IEC3.1 for every FOV and scanner involved in the 

study and proposal of conversion factors 
 

Tables 4.9 presents the CTDIw,IEC3.1  asestimated with MC for every clinically applied FOV for each 

scanner.  

 

Table 4.9 CTDIw,IEC3.1 MC calculated values for every clinically applied protocol in 
every scanner 

FOV (diameter x height – cm²) CTDIw,IEC3.1 (mGy/mAs) 

NewTom 5G 

6 x 6 0.124 

8 x 8 0.162 

12 x 8 0.189 

15 x 5 0.203 
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15 x 12 0.208 

18 x 16 0.211 

Promax 3D Max 

5 x 5.5 0.057 

8.5 x 4.8 0.07 

8.5 x 7.5 0.082 

10 x 5.5 0.091 

10 x 9 0.089 

10 x 13 0.092 

13 x 13 0.068 

13 x 16 0.07 

23 x 16 0.054 

23x26 * 0.054 

Accuitomo 170 

6 x 6 0.052 

8 x 8 0.057 

10 x 5 0.066 

10 x 10 0.067 

14 x 10 0.078 

17 x 12 0.081 

CS 9300 

5 x 5 (80 kV) 0.034 

8 x 8 (85 kV) 0.062 

10 x 5 (85 kV) 0.067 

10 x 10 (85 kV) 0.068 

17 x 11 (85 kV) 0.11 

17 x 13.5 (85 kV) 0.111 

NewTom VGi evo 

5 x 5 0.136 

8 x 5 0.197 

8 x 8 0.195 

10 x 5 0.263 

10 x 10 0.216 
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12 x 8 0.247 

15 x 12 0.287 

16 x 16 0.273 

24 x 19 0.293 

*The 23 x 26 cm² protocol is carried out in a stitching mode of two sequential 23 x 
16 cm². Therefore, it was considered as a sequential acquisition equivalent to axial 

scanning in MDCTs  

 

The CTDIw,IEC3.1  values presented in table 4.9 and the results of the dose study in chapter 3 enable 

the assessment of task-based, scanner and age-specific CTDIw,IEC3.1  to organ dose, E and LAR 

conversion factors. More specifically conversion factors are given by the following equations: 

CF (CTDIw,IEC3.1  to organ dose di) = 
𝑑𝑖𝑗𝑘𝑙

(𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1)𝑖𝑗
 (µGy/mGy) (eq.4.6) 

CF (CTDIw,IEC3.1  to E) = 
𝐸𝑖𝑗𝑙

(𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1)𝑖𝑗
  (µSv/mGy) (eq.4.7) 

CF (CTDIw,IEC3.1  to LAR incidence) = 
𝐿𝐴𝑅𝑖𝑗𝑙𝑚

(𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1)𝑖𝑗
 (#cases/100,000/mGy) (eq.4.8) 

where 𝑖 is the scanner model, j  the protocol, k  the organ, l  the age and m the gender of the 

patient. In parentheses the units of each conversion factors are displayed. The values of  

𝑑𝑖𝑗𝑘𝑙, 𝐸𝑖𝑗𝑙 , 𝐿𝐴𝑅𝑖𝑗𝑙𝑚  can be deduced from the tables 3.5-3.17 for each desirable clinical case, 

scanner, organ, age and gender while the respective (𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1)𝑖𝑗 can be retrieved from table 

4.9. 

 

4.4 Discussion 
 

The aim of this work was to investigate the applicability of the CTDI-based metrics given in IEC 

60601-2-44 to wide dental cone beam CT dosimetry. We investigated CTDI as a potential metric 

for CBCT scanners because it is a method that requires equipment which is available in Medical 

Physics QA groups in diagnostic radiology and furthermore, is a dose metric  which Medical 

Physicists are familiar with, and is displayed in most dental CBCTs. The study uses MC simulations 

as a solution for measurements that would be very difficult, time consuming or cumbersome in 

practice. The applied MC framework was used to simulate two scanners selected for their 

different geometries and technical specifications.  

The key parameter used to evaluate the applicability of CTDI-based metrics was CTDI 

measurement efficiency. A stable efficiency over the entire range of longitudinal beam widths 

indicates that the metric is capable of estimating the total primary and scatter radiation dose in 

a phantom for a broad range of protocols. The results of this study showed that the IEC 3.1 

approach results in a constant efficiency, whereas  𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.0 or the 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶2.0 do not. The 

results suggest that 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 should be used,  consistent with the conclusions of the IAEA 

report for the wide cone beam CT systems.  

One of the main reasons which triggered the implementation of a simulation study was the 

requirement of the IEC 3.1 methodology for a reference, 2cm z-axis beam width. Such beams do 

not exist in dental CBCT systems since this width is too small to be a relevant clinical setting for 

a single rotation. Furthermore, to the best of our knowledge, most dental CBCTs are not 

equipped with manual collimation for setting the volume of interest. In the light of this study, 

manufacturers should be urged to include a reference beam, at least in service mode. Monte 

Carlo simulations are an alternative solution, yet this is obviously not a tool for routine quality 

assurance practice, although It could perhaps be part of a commissioning report. Although IEC 
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2.0 and IEC 3.0 methods have been superseded by IEC 3.1, present work has investigated all IEC 

versions since many (if not all) CBCT manufacturers still employ the CTDI IEC 2.0 version for their 

displayed values. The study proves that vendors should comply with the IEC 3.1. The study proves 

that older IEC versions are definitely not applicable to CBCTs. 

Six protocols in the NewTom 5G and in the Promax 3D Max, covering a wide range of beam widths 

and clinical applications, from single tooth to full skull imaging, were investigated for the 

relevance of the new CTDI metric. Differences in 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 (tables 4.3 and 4.9) result from 

scanner design characteristics. The NewTom 5G scanner operates at 110kV and has an inherent 

filtration of 4.4 mmAl corresponding to a measured HVL of 4.75 mmAl, whereas the combined 

Cu and Al filtration of the Promax 3D Max results in a measured HVL of 9.00 mmAl at an operating 

voltage of 96 kV. Furthermore, NewTom 5G performs a full rotation compared to the partial 

rotation of the Promax 3D Max. All this accounts for the higher CTDI values of the Newtom 5G 

scanner, when expressed per mAs, yet clinical protocols are performed at lower mAs values on 

this scanner. As shown in the tables, the normalized CTDI values (mGy/mAs) in the Promax 3D 

Max are lower in the larger FOV compared to the smaller FOV protocols. This is due to the smaller 

magnification factors for the larger FOV protocols, which are performed at increased SAD (table 

4.1). 

The aim of the IEC 3.1 method is to provide a robust methodology that accounts for the long 

scatter tails of wide cone beams in CTDI measurements. Literature shows that the method 

provides a consistent weighted CTDI measurement efficiency of around 75% for every beam 

width in a body CTDI phantom (IEC 2010, IAEA 2011). In another study, the IEC proposed 

methodology was found to result in 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 values which underestimate the 𝐶𝑇𝐷𝐼𝑤,∞by 

18% and 24% in a head and body phantom respectively; the latter study being conducted on a 

CBCT mounted on a linear accelerator (Abuhaimed et al 2014). In our study, the 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 was 

found to underestimate the 𝐶𝑇𝐷𝐼𝑤,∞ by 13% (NewTom 5G) and 16% (Promax 3D Max) (tables 

4.5 and 4.6). Although the efficiency is not the same for the two systems, it remains stable per 

scanner. The method provides a consistent efficiency over the entire range of protocols, which is 

independent of system operation mode (symmetric or an offset scanning mode), rotation angle 

(partial or full rotation) and FOV (0.87 ± 0.02 for NewTom 5G and 0.84 ± 0.02 for Promax 3D 

Max). On the contrary, the average efficiency values with the IEC 3.0 approach were 0.87 ± 0.05 

for NewTom 5G and 0.86 ± 0.02 for Promax 3D Max. However, the main limitation of the IEC 3.0 

method was that despite the relatively constant efficiency values for beam widths ≤ 10 cm, there 

was an increasing efficiency trend for wider beams. Finally, the IEC 2.0 method resulted in high 

standard deviation values on the CTDI efficiency: 0.77 ± 0.12 for NewTom 5G and 0.74 ± 0.12 for 

Promax 3D Max. It shall be emphasized that the absolute value of the efficiency is not the primary 

factor of concern. A  stable efficiency rather than an efficiency close to 1 is the major requirement 

for a robust CTDI metric. A better performance is a more stable average efficiency over the entire 

range of FOVs with a low SD rather than a higher average efficiency with a higher SD. The lower 

efficiency in periphery compared to that in the centre is definitely a reason why partial rotation 

CBCT systems (Promax 3D Max) exhibit a lower efficiency compared to the full rotation beam 

geometry (NewTom 5G). 

An essential difference between dental CBCT scanners and other wide Cone Beam CT system, 

either a state-of-the-art cone beam MDCT scanner or a CBCT scanner mounted on a radiotherapy 

system, is the size of the beam in the axial plane, i.e. the diameter of the FOV. In dental CBCTs, 

protocols for a single tooth, multiple teeth and jaw imaging comprise the majority of the 

predefined protocols in any system. They have diameters that are considerably smaller than 

16cm, which is the diameter of a head CTDI phantom. The in-plane dose distribution was 

evaluated using a spider-like voxel model (figure 4.5). In addition to visualizing the dose 

distribution, the phantom enables the comparison between the 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 value and the 
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accumulated dose over the scan volume. The highest dose areas were always towards the center 

of the phantom, indicated in figures 4.7 and 4.8 by the black regions, as opposed to MDCTs where 

the highest dose is observed around the periphery of the phantom and the lowest dose in the 

center. This is because the small diameter FOVs in dental CBCT scanners restrict the beam to a 

small area around the center of the phantom; it is only the center of the phantom which is 

continuously exposed by the x-ray beam at each projection and hence receives the highest dose 

in a rotation. When the diameter of the FOV approaches the diameter of the phantom, the dose 

distribution is inverted with the highest dose being observed around the periphery and the 

lowest towards the center. This is the case for the 15x5, 15x12 and 18x16 cm² protocols in the 

NewTom 5G and for the 23x16 cm² protocol in the Promax 3D Max. The Newtom 5G presents a 

concentric dose distribution which is attributed to the 360° rotation of the paired x-ray tube–

detector system. In the Promax 3D Max there is a large dose inhomogeneity, due in part 

attributed to the size of the FOVs, although the 210° rotation angle has a larger influence. The 

beam-on and beam off angles are obvious in figure 8: the x-ray tube makes a 210° rotation, 

starting from a right lateral position, crossing the phantom posteriorly and stopping in the 

opposite left lateral position.  

The 𝐶𝑇𝐷𝐼𝑤 is an estimate of the accumulated dose from a single beam profile and is calculated 

from a combination of CTDI100 measurements, i.e. 1/3 of a central measurement and 2/3 of the 

average of 4 CTDI100 measurements around the periphery. To test whether 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 still gives 

an accurate estimate of the accumulated dose for wide and inhomogeneous dental CBCT beam 

profiles, 𝐷𝑃𝑀𝑀𝐴  was calculated with the spider-like phantom (tables 4.7 and 4.8). The results 

showed that 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1underestimates the accumulated dose in the scan volume. The average 

ratio of 
𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 

𝐷𝑃𝑀𝑀𝐴
 for all protocols was 0.94 ± 0.03 for the NewTom 5G and 0.88 ± 0.03 for the 

Promax 3D Max. The minimum permissible ratio to consider 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1an accurate estimate of 

the accumulated dose in the scan plane is 0.915: given that the uncertainty in the dose 

calculations is 6% and according to the error propagation theory, the Coefficient of Variance of 

the ratio (
𝐷𝑃𝑀𝑀𝐴,𝐶𝑇𝐷𝐼 

𝐷𝑃𝑀𝑀𝐴
) is 0.085 (or 8.5%). Therefore, the maximum permissible ratio, such that the 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 approximates the accumulated dose sufficiently closely should not be lower than 

0.915 The full rotation NewTom 5G scanner fulfills this requirement whereas the partial 

rotational Promax 3D Max provides a slightly lower ratio. It can therefore be concluded that 

𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1 approximates accumulated dose sufficiently closely for full rotation systems, yet 

care should be taken when using this approximation for partial rotation systems.  

It must be noted however, that this underestimation concerns the comparison of two phantom-

based dose values; one indirectly assessed via CTDI and the other directly via MC simulations in 

the PMMA volume. However, if CTDI had to be used as an estimate of patient dose, it would 

provide an overestimated dose value. This is due to the fact that the concept of CTDI was 

introduced based on the theoretical proof that the scatter tails of a single dose profile in a single 

axial acquisition compensate for the contribution of the adjacent slices to a specific slice in a 

multi-rotational acquisition (either axial or helical). In other words the scatter tails when included 

in the calculation of CTDI bring the dose in the scan volume to the Multi Scan Average Dose level 

of a helical or axial multi scan acquisition (Shope et al 1981, IAEA 2011). In dental CBCT scanners 

there is no translation, and hence, the CTDIw,IEC3.1 value offers an overrated value of the dose. In 

CBCTs there is only one rotation without translation. The integrated dose (including the scatter 

tails) is divided by the beam width to provide the CTDI. This means that the scatter tails are 

inherently included in the calculated dose to the scanned volume. This extra dose due to scatter 

would bring the dose level to the MSAD if there were multiple rotations. However, since there 

are no multiple rotations but just one rotation without translation, the added scatter 

overestimates the dose to the scanned volume. 
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However, in a single, no translational acquisition, and especially in head and neck imaging, it is 

essential to know the effect of the scatter tails as they correspond to the extra dose in critical 

organs like the thyroid. More importantly, It should be pointed out that CTDI-based metrics are 

neither intended for nor should be used as an indication of patient dose (McNitt-Gray 2002, 

McCollough et al 2011). CTDI is a well-defined procedure to measure the x-ray tube output, to 

compare the output of different protocols and to optimize protocols. In the context of a Quality 

Assurance programme, the CTDI phantom is positioned with its axis along the center of rotation, 

as was the case in this study.  

The positioning of all the phantoms in the center of the beam rather than in the axis of rotation, 

may not resemble a clinical case, where the head of a patient may be off center positioned, 

especially in cases of small FOV-protocols for single tooth or teeth imaging. However, as stated 

in the literature, the CTDI is a dose index of the x-ray tube output and should not be related to 

patient dose (McCollough et al 2011). Positioning the CTDI phantom off-center to mimic a clinical 

situation, deviates from established methodology and is time consuming, given the numerous 

different positions of the same FOV in the head to image different clinical volumes. In this study, 

we investigated the use of CTDI as an output dose index. In this context, all IEC and IAEA 

suggested CTDI versions were checked against infinite CTDI to investigate which methodology 

provided a robust metric, i.e. a constant CTDI efficiency over the entire range of the clinically 

available FOVs.  

The investigated CTDI IEC 3.1 approach has been shown to be relevant for dental CBCT scanners. 

However, the application of the method could prove cumbersome in daily routine Quality 

Assurance / Quality Control measurements. As most current systems have a vertical (panoramic) 

orientation, the positioning of the phantoms and dosemeters at the center of rotation is 

practically difficult. Even 𝐶𝑇𝐷𝐼𝑓𝑟𝑒𝑒−𝑖𝑛−𝑎𝑖𝑟  measurements are difficult as displacement of the IC in 

well - defined increments is required. On many systems, repeated measurements are time 

consuming while another difficulty arises from the requirement of the IEC 3.1 approach for 

reference 2cm beam widths: in most dental CBCT scanners, it is not possible to manually 

collimate the beam width to 2 cm in order to create reference beams. Furthermore, compared 

to MDCTs where the axial FOV is fixed and thus a single reference beam is adequate for every 

nominal collimation-beam thickness, in CBCTs, the reference beam should have the same 

diameter with each nominal FOV. It follows that this generates a large series of measurements. 

Notwithstanding these difficulties, the use of 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1  can be recommended, given the 

stability of this metric. We suggest that manufacturers display the 𝐶𝑇𝐷𝐼𝑤,𝐼𝐸𝐶3.1  and provide 

practical help during acceptance tests of CBCT modalities by creating reference beams and 

providing all the necessary information to fully understand the dose distributions.  

The conversion factor equations presented in equations 4.6-4.8 can be immediately used and 

applied from the manufacturers and from any user. They provide a straightforward and 

immediate way to assess organ dose, E and LAR once CTDIw,IEC3.1 is displayed on the monitor 

of the scanner. 

 

4.5 Conclusions 
 

The current study has investigated the applicability of the IEC 60601-2-44-(Amendment 1 of 

version 3, IEC 3.1), and the IAEA health series report N.5 method for wide cone beam dosimetry, 

to dental CBCT scanners. MC methods were employed as a means of overcoming practical 

limitations such as the use of infinitely long phantoms and the absence of small 2cm thick 

reference x-ray beams. The methodology was tested on two dental CBCT systems with different 
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geometries and acquisition properties. The results suggest that the new approach is relevant and 

feasible for such different systems. CTDI comparisons between dental CBCTs and MDCTs should 

be based on the new method, as this provides a robust estimate of  𝐶𝑇𝐷𝐼𝑤,∞ which is an index 

of the full dose effects of a wide beam in a phantom. The in-plane dose distributions can be 

notably different from those in MDCT due to partial rotations and/or small axial FOVs.  
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CHAPTER 5 

General Discussion and Conclusions 
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Imaging is the most important diagnostic tool in dentistry with more than a quarter of all 

radiographs in Europe being accomplished by dentists. While 2D imaging has been taken up since 

the discovery of x-rays, the advent of SSCTs in 1970s brought initially a new perspective in dental 

cross sectional imaging. Since then, around 2000, smaller-in-size and lower-in-cost dental CBCT 

scanners have been brought into the market. Initially as an emerging technology, nowadays 

dental CBCTs play a key role in many fields of dentistry and maxillofacial radiology. However, 

their widespread use has raised radiation protection concerns. CBCTs have not only replaced 

higher dose MDCT modalities, but also 2D panoramic and intraoral scans which are among the 

lowest dose techniques in radiography. Besides, the evolution of CBCT technology is not as fast 

as in MDCT imaging: recent advancements in MDCTs include dose reduction techniques (TCM, 

adaptive collimation), new (iterative) reconstruction methods and the development of dual 

energy and spectral MDCTs. All these new features reduce dose or increase information content. 

It can therefore be questioned whether CBCTs are a (relatively) low dose imaging solution (Stratis 

et al 2017a). Radiation protection concerns become even more important due to the increasing 

use of CBCTs in paediatric patients. Being more radiosensitive and with a longer life expectancy 

compared to adults, paediatric dental CBCT acquisitions are not anymore a matter to disregard.  

Dosimetry in paediatric CBCT imaging is a complex task. First, it is the unavailability of dosimetric 

tools. Traditional methods with anthropomorphic phantoms and TLDs have a limited value; it is 

not only the unavailability of phantoms that cover the entire paediatric age range but also the 

fact that the available ones do not provide detailed organ segmentation in the head and neck 

region. Besides, CBCTs exhibit large in-plane and longitudinal dose inhomogeneity due to their 

complex acquisition geometry which in turn requires dose assessment in the entire organ and 

not in restricted organ–specific locations as TLDs offer. These two reasons also explain the large 

variability in reported dental CBCT doses.  

The objective of this study was to provide a roadmap towards radiation dose and risk assessment 

in paediatric dental CBCT imaging. The project focused on the development of a flexible MC dose 

platform that can be easily adjusted to any dental CBCT scanner and aims to provide an extensive 

dosimetric assessment for the most frequent CBCT exams with the use of an in-house built family 

of paediatric head and neck voxel models.   

Chapter 1 deals with the development of the dosimetric MC framework. It is based on an existing 

hybrid tool developed in our group (Zhang 2011, 2013a) and employs the EGSnrc simulation code. 

The motivation for modifying the tool was mainly to obviate limitations in acquiring data from 

vendors which are considered proprietary and hence, they are difficult to obtain. More 

specifically, to explicitly simulate the x-ray tube in a part by part basis, specific details such as the 

orientation, the composition and the dimensions of the anode, the composition and the shape 

of the added filtration, and the design of the tube housing which influences the inherent filtration 

are required. The modification was based on a methodology proposed by Turner et al (2009) for 

MDCT simulation studies. Instead of simulating the tube and storing the x-ray output in phase-

space files which are subsequently directed to voxel models for dose assessment, the current 

version of the MC tool is based on real measurements performed with an ion chamber. These 

measurements aim to determine the energy spectrum at the operating x-ray tube voltage (kV), 

to specify the total filtration, and, are employed to a scanner specific input file to the code.  

The MC framework was customized for five different CBCT scanners, each presenting unique 

features. Promax 3D Max (Planmeca, FI) employs partial 210° rotations and has a combined Al / 

Cu added filtration. Accuitomo 170 (Morita JP) is the only non-pulsed exposure scanner (among 

the ones in the study) and employs a bowtie filter. NewTom VGi-evo (QR srl, IT) employs a TCM 

dose reduction technique while NewTom 5G (QR srl, IT)  presents a MDCT orientation (patient in 

a supine position laying on a table). Finally, CS 9300 (Carestream USA) employs a bowtie Cu/Al 

filtration and partial rotations of 200°. After calibrating the framework for each scanner and 

protocol to enable conversion of simulated to absolute dose values, we validated it against dose 

measurements in a homogeneous water phantom obtained with an IC and against TLD measured 
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doses in a non-homogeneous paediatric anthropomorphic model (ATOM 5 years old, CIRS, USA). 

The validation results proved that the framework is reliable for accurate dose assessment 

calculations (6% maximum percent difference between measured and simulated dose values). 

With the use of the MC framework we investigated the influence of several CBCT technical 

specifications on patient dose. In a first study, we showed that the use of Cu filtration results in 

dose reductions to skin and to those organs which are inside the primary radiation field. This is 

mainly the case for salivary glands and oral mucosa (the two highest irradiated organs in dental 

CBCT imaging). On the other hand, for those organs which are exposed only to scatter, such as 

brain and thyroid for small and medium FOV imaging), the dose can even increase as Cu makes 

the energy spectrum stronger which in turn increases the amount of scatter. In a second study, 

we concluded that bowtie filters offer an average 15% organ dose reduction compared to flat 

filters of thickness equal to the central bowtie one, with the highest dose reduction being for 

peripheral organs and for the skin. Finally, we investigated the influence of TCM. The 

implementation of TCM in MC frameworks is a complicated task as it requires projection data 

that is usually not available in rotational TCM systems. For MDCT systems, the simulation of 

rotational TCM is mainly accomplished by downsampling the  longitudinal TCM on an image by 

image basis. In CBCTs, such a technique is not feasible since there is no patient translation and 

the acquisition is carried out in a single rotation. Our study showed that in case projection data 

is not available to deduce the modulation curve, organ dose and risk estimation is still reliable 

with a tolerance of about 10%. This is mainly due to the fact that the anatomy and the shape of 

the head is such that it does not induce strong current modulations. Therefore, dose assessment 

is reliable when the average mAs / rotation is used. On the other hand, when TCM is compared 

to fixed current acquisitions, it was shown to provide high organ dose reductions (about 40% and 

20% in standard and high resolution protocols respectively) to achieve the same level of image 

noise. This conclusion was drawn for a preprogrammed TCM technique, i.e. ‘Safebeam’ 

employed in the two NewTom scanners. However, this scheme is not a patient-specific and 

attenuation-based one since it takes into account a software-employed mathematical formula. 

We conducted a study in which we compared such a preprogrammed modulation scheme to a 

fully attenuation-based one. We showed that the attenuation-based one is capable of achieving 

higher dose reductions, especially when the modulation strength increases. This is however 

difficult to achieve given the low generator capacities of current CBCT scanners.  

The MC framework, as developed from a basic toolbox to a more dedicated framework, is now 

easily adjustable to any scanner and can be easily modified to investigate new system 

specifications. Scanner details are managed through a scanner-specific input file where the 

technical and geometric details are controlled. Typical further applications could include the 

design or testing of any other geometry (rotational angle, dose in emergency beam-off cases 

where acquisition is stopped due to patient motion, new filters, TCM etc). 

Chapter 2 presents the development of a software database of head and neck paediatric voxel 

models. All the models have been segmented in detail for head and neck dose assessment 

studies. Each model represents a full head and consists of twenty two organs, all radiosensitive 

ones included, apart from RBM and lymph nodes. This is due to the resolution limits of the 

existing 3D scanners: it is not possible to accurately segment RBM and lymph nodes at present. 

However, RBM dose calculation can be carried out following the 3 Factor approach, a method 

which is based on the energy dependent assessment of the attenuation ratio of RBM to the 

segmented skeletal mixture, the RBM mass fraction in the skeletal mixture and an energy 

enhancement factor to compensate for the different absorption properties of the high dense 

skeleton and the low dense RBM (Caracappa et al 2009, Kramer et al 1982). For the dose to lymph 

nodes, a mathematical formula weighting dose to substitute organs can be used (Tapiovaara and 

Siiskonen 2008). 

The models were created from MDCT images rather than from CBCT datasets. This is due to the 

fact that accurate dose assessment in CBCT imaging requires dose mapping in the complete  
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head: while the reconstructed CBCT image datasets display only the truncated FOV region, the 

entire head is though exposed to radiation during rotation. The fact that the dental CBCT dataset 

cannot be used to reconstruct the entire head made our project more challenging: the available 

number of pediatric scans of head & neck was very limited. The voxel data base that was created 

during our project is considered to be sufficiently complete and is now available for more 

applications. It includes seventeen models, both males and females from 2 months to 14 years 

old.   

For personalized dosimetry, a voxel model as close as possible to the patient under study  should 

be used. It is not that difficult to achieve this for adult heads. However, children are not adults. 

There is a steep growth in anatomical development in paediatric ages. As the size of each 

individual organ and the size of the head play a primary role in the dose received by a fixed FOV 

exposure, it is of great importance to have age-specific voxel models for carrying out dosimetric 

tasks.  

Our hypothesis was that the ICRP mass (and other) data (ICRP 89, 2002) are gold standard and 

representative for the population. Therefore, each voxel model has been compared to and 

adjusted to the reference age-specific mass values. This is an alternative to what is often used in 

other domains (example: fMRI data processing), where real patient data are mapped to an 

anatomical atlas.  

This action to adjust organ masses to reference values was further inspired by the ICRP 110 

publication on the creation of the two reference adult (male/female) models which are widely 

used for Monte Carlo dose calculations. The models are widely accepted to represent the 

‘average’ male and female person.  

The fact that our models are based on CT datasets triggered a study to propose a correction 

method for the head orientation. The head is inclined to the front due to the head-support-

feature of the CT scanner.  As voxel models preserve the geometric characteristics of the initial 

CT scanning geometry, the head orientation has to be corrected, i.e. Frankfort plane needs to get 

horizontal, as this is the proper geometry in a dental CBCT exposure. A detailed, protocol and 

model-specific method for applying rotational and translational corrections was also proposed. 

A dose study revealed that such corrections are required for accurate dose assessment since a 

mere application of a CT-based model (or MRI) for dental CBCT MC studies can lead to large (up 

to 45% for the investigated protocols) organ dose miscalculated values. Finally, a study was 

carried out to show the implementation of voxel models in a MC framework. The study compared 

organ doses between males and females in three different age categories for a common CBCT 

exam, i.e. the cleft protocol. The study revealed that there are not considerable organ dose 

differences between males and females of the same age. Apart from some exceptional cases, 

most organ dose differences were within 10%. 

Although designed for dedicated dental CBCT MC studies, the presented database can be used 

for dose assessment in the head and neck region for any radiologic, nuclear medicine and 

radiotherapy modality. Each model is  provided in a file which includes the entire stack of the 

segmented tiff images, an excel file of the organ IDs and their elemental composition. A matlab 

code creates the proper text file for the EGS code, yet it can be easily adjusted to the required 

format of other MC family codes. Finally, a Matlab code which enables the rotation correction is 

also provided.  

Chapter 3 is the core chapter of the project. It presents the results of an extensive simulation 

study for the most common CBCT exams, carried out with twelve models, both males and 

females, covering the entire paediatric age range (5 – 14 years old), in all five scanners for which 

the MC platform was customized, calibrated and validated. The results are presented in protocol-

specific tables which include the logarithmic fit data of organ doses, Effective dose and LAR 

incidence (all normalized to mAs) as a function of age, for every scanner. The results show a dose 

decreasing pattern with age. This is somewhat expected given that a fixed in size radiation field 

can entirely expose a small organ, yet as the size increases with age, the field may partially 
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irradiate it as the age of the patient increases. The best fit that was constantly providing a 

coefficient of determination in the dose response relationship with age higher than 0.9 was the 

logarithmic (table 3.5 – 3.17). The investigated clinical cases included SFOV tooth imaging 

protocols (Central Upper Incisors (CUI), Central Lower Incisors (CLI), Premolar Upper (PU) and 

lower (PL)), medium MFOV protocols (Upper and Lower Jaw imaging (ULJ), Lower Jaw (LJ), cleft 

palate imaging, unilateral (UT) and bilateral (BT) temporal bone) and large LFOV protocols (sinus, 

dentomaxillofacial complex, face and skull imaging). The highest doses were observed for the 

youngest patients and the highest resolution operation modes. 

However, high resolution operation modes are not frequently applied in dental CBCT imaging. In 

most dental CBCT scanners the x-ray tube load (mAs) and the voltage (kV) are automatically 

adjusted when the voxel size, which defines the resolution level of the dataset, is selected. The 

reconstruction voxel size primarily depends on the dimensions of the FPD pixel size. In most cases 

these fine pixel elements have very small dimensions which allow a relatively large 

reconstruction voxel size to be selected and provide sufficient resolution for the diagnostic task. 

A large voxel size – low resolution mode operates with low mAs settings and, as a consequence, 

doses are relatively low for a 3D imaging modality. In some cases increased noise may be 

encountered, yet diagnostic tasks in dental CBCT scanners do not require soft tissue 

differentiation (low contrast) that could be influence by image noise.  

Nevertheless, in cases where resolution has to be further improved compared to standard CBCT 

imaging, organ dose and radiation risk may increase significantly. The highest doses among all 

cases have been encountered in a high resolution mode of a skull protocol in Accuitomo 170. This 

mode operates with 5 mA and 30.8 sec continuous exposure (154 mAs) in a full rotational 

acquisition. In that case the effective dose is as high as 0.53 mSv, while the LAR incidence for 

males is 15 cases / 100,000 persons and for females is 25 cases / 100,000 persons. The dose to 

thyroid is close to 2 mGy while there is an almost  10.5 mGy dose to the lenses of the eyes. Even 

under these extreme circumstances, the dose to the eye lenses is well below the radiation 

induced cataract limit (500 mGy). In such high dose cases, even if they are rare, a thyroid collar 

is recommended for younger patients, as the absence of manual collimation can partially bring 

the thyroid inside the primary field. Even when this is not the case, a thyroid collar offers 

protection against scatter radiation out of the mouth cavity towards the thyroid region.  

A comparison with background cancer incidence rate data is necessary to understand the 

magnitude of the risk from dental CBCT imaging. According to Cancer Research UK 

(https://www.cancerresearchuk.org/home), it is estimated that 1 child per 500 in Great Britain 

will be diagnosed with cancer by the age of 14. This is about 200 cases/100,000 persons, which 

means that a high resolution full-face CBCT exposure adds about 10% to the total background 

risk. In another publication, Isaevska et al (2017) reported a total cancer incidence rate of 157 

per million persons per year for ages up to 14 years old while Ward (Ward et al 2014) published 

an annual incidence rate of 178 cases per million for boys and 160 per million for girls from birth 

to 14 years old. These figures correspond to accumulated values of 157, 178 and 160 cases / 

100000 over a period of 10 years which clarifies that a high resolution CBCT exposure may add 

considerably to the background risk. However, this is an extreme case and most protocols 

operate in operation modes which provide LAR values less than 5 cases / 100,000 (1-2  cases/ 

100,000 for small FOVs, 2-5 for medium and large FOVs for males and females).  

Chapter 4 addresses the need to have radiation dose metrics that quantify the radiation output 

of a scanner and provide rough dose estimations for dose monitoring purposes. We investigated 

the relevance of a recently proposed (by IEC and IAEA) version of CTDI for wide cone beam CT 

dosimetry. We have proven this so-called CTDIw,IEC3.1 metric to be a robust dose assessment 

approach which manages to account for the full dose effects of wide beams and their wide scatter 

tails in CBCTs, providing a constant CTDI measuring efficiency, i.e. it underestimates the ideal 

CTDIw,∞ by a constant amount over the entire range of z-collimations. We investigated the 

applicability of the methodology in two scanners which exhibit most of the special technical and 
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geometric specifications of CBCT scanners. NewTom 5G operates with a preprogrammed TCM 

system, uses offset scanning geometry for most FOVs, and employs full rotational acquisitions in 

a unique, for CBCTs, orientation which resembles a MDCT geometry rather than a CBCT one. On 

the other hand, Promax 3D Max has a special Cu/Al flat filter mounted inside the x-ray tube, 

performs partial rotations of 210° (apart from the largest skull FOV) with a symmetrical axial 

geometry. The study concluded that the investigated CTDIw,IEC3.1 approach results in a constant 

CTDI efficiencyfor both CBCT scanners. It could now  be adopted by CBCT vendors for dose 

monitoring purposes. However, it shall be mentioned that CTDIw,IEC3.1 is just a dose metric of 

the radiation output of the scanner and must not be mistakenly interpreted as patient dose. In 

MDCT, this happens sometimes, though. In CBCT, approximating locally absorbed dose by the  

CTDI is even more problematic. Dental CBCTs carry out a full exam in a single partial, half or full 

rotation. Therefore, there is an intrinsic, formalism-related, misconception; CTDI was established 

in CT dosimetry due to the fact that the scatter tails of a single dose profile can equally contribute 

to the dose at each axial slice with the extra dose of the adjacent slices in a multirotational 

acquisition. This means that the scatter tails bring the dose magnitude of a single axial dose 

profile to the Multi Scan Average Dose level which is the average dose in the scanning region of 

a CT exam. This is never the case in CBCTs where there is just a single rotation acquisition. 

Another issue which makes CTDI problematic in CBCT dosimetry is that while CTDI phantoms are 

always positioned with their central axis along the centre of rotation, in clinical CBCT cases, and 

especially in small and medium FOV imaging, the head of the patient is always off-center 

positioned. Therefore the measuring geometry of CTDI does not mimic a real clinical scenario in 

CBCT.      

However, these issues would be a matter of concern if CTDI was used as a patient dose index 

rather than a scanner output index. The fact that CTDI produces a constant measuring efficiency 

provides a robust way to quantify the output and can be efficiently used for comparing doses 

between protocols, to quantify dose differences between operation modes and to optimize 

exposures.  

This project provides the tools to carry out accurate, scanner- and patient-specific dose 

simulations for every clinical task in dentomaxillofacial CBCT imaging: a MC framework which is 

easily customized towards different models and already calibrated and validated for different 

systems and a database of paediatric head and neck voxel models. The results presented in the 

tables of this manuscript allow accurate organ dose and risk estimations: the user just needs to 

apply the scanner and protocol specific normalized dose value for a specific age at exposure 

(tables in the appendix of chapter 3) and multiply with the mAs of the exposure to get the 

absolute dose or risk value. It is also straightforward to estimate organ doses and the radiation 

risk from CTDI by making use of the conversion factors in chapter 4.  

The present study is an extensive dose assessment work dedicated to dental CBCT imaging. The 

acquired knowledge and the tools that have been developed during this project can be employed 

in future applications, not only in CBCT imaging but in a wide range of modalities in diagnostic 

radiology. The developed MC framework can cope with the rotation of the paired x-ray tube – 

detector system around the patient and deal with multiple projections involved in a CBCT 

exposure. Besides, it can be easily adjusted to work in conjunction with potential patient 

translation which makes it ideal for MDCT simulation studies. It can be also tuned to work for a 

single projection which is the case in simple radiography acquisitions. It is also feasible to extend 

its use in interventional radiology and cardiology systems as the basic features of such systems 

are similar with CBCTs, i.e. x-ray exposures from different projections. As long as detailed 

technical and x-ray acquisition parameters at each projection are provided in a radiation dose 

structure report (kV, mA, pulse length, field size, filtration), the framework can be adjusted for 

interventional MC dose calculations. In the same way, the MC framework can be customized for 

advanced x-ray modalities like dedicated CBCTs for orthopedic applications, breast CTs, and 
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robotic advanced x-ray systems. The establishment of a toolbox that enables calculations of these 

modalities requiring minimum user input is a future project based on the current work.  

The current work is also considered a detailed guide for optimizing exposures in CBCT systems. 

However, optimization of exposures requires image quality (IQ) assessment which was not the 

scope of this study. Future work involves image quality measurements with a dedicated phantom 

that was developed during a previous doctoral project in our department (Pauwels et al 2012b). 

While IQ assessment with such a phantom is objective, subjective assessment can also be 

performed via our framework. The initial form of the framework as originally developed by Zhang 

et al (2013), before modifying it to make it more flexible and to overcome the difficulties 

regarding vendor proprietary data, was capable of simulating the entire imaging CBCT chain from 

x-ray production to image formation. Future work includes  relinking the imaging chain to the 

modified version of the MC framework to enable image production with simulation techniques. 

Such a tool will allow the optimization of exposures to be performed in a comprehensive way, 

will enable intermodality dose and IQ comparison, will facilitate the monitoring of exposures and 

the possibility to assess the performance of a system before employed in a clinical environment. 
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SUMMARY 
 
CBCT scanners have been introduced in dental and maxillofacial radiology in the early 2000s, and 

since then they have been developed into the most important diagnostic tool with a wide range 

of applications in orthodontics, endodontics, periodontics, implantology and orthognathic 

surgery. Being reportedly associated with lower doses compared to imaging, yet higher doses 

compared to conventional intraoral and panoramic modalities, their extensive use especially in 

paediatric imaging raised radiation protection concerns.  

This project focuses on organ dose and radiation risk assessment using a Monte Carlo (MC) 

simulation approach and a newly developed database of voxel models. The simulation platform 

was built in EGSnrc and has been customized, calibrated and validated for various CBCT scanner 

models. The simulation tool takes into account all geometric and technical specifications of 

current CBCT technology and manages to obviate any requirement for details which are 

proprietary data and vendors are reluctant to share. The framework was applied to investigate 

the influence of filter shape and composition on patient dose and the impact and effectiveness 

of a preprogrammed dose reduction Tube Current Modulation (TCM) system. 

Chapter 2 describes the creation of a pediatric head and neck voxel model database. The 

selection process of the qualified MDCT datasets, the voxelisation methodology and the 

development of the appropriate format for MC simulations is described. A methodology to apply 

geometric corrections for converting an inclined Frankfort plane to a horizontal one is also 

described. 

In chapter 3, voxel models are employed to each scanner specific MC framework and an extensive 

simulation study is performed to assess organ doses for the most common dental CBCT 

examinations; for single tooth imaging, upper/lower jaw and cleft imaging, sinus and 

maxillofacial complex imaging, temporal bone, face and skull imaging. Apart from organ doses, 

the radiation induced risk was also assessed via Effective Dose (E) and the age and gender 

dependent Life Attributable Risk (LAR). Logarithmic curves were fitted to provide a handful tool 

for (future) age specific dose assessment. 

Chapter 4 deals with metrics for radiation dose monitoring purposes. The relevance and role of 

the recently proposed CTDIw,IEC3.1 in dental CBCT imaging is investigated. Once it was proved that 

it is applicable to dental CBCT scanners, CTDIw,IEC3.1 was assessed for every investigated protocol 

in this study. Finally, combining the results of chapter 3 and 4, scanner, protocol and age specific 

conversion factors of CTDI to organ doses, E and LAR have been proposed.  
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SAMENVATTING 
 

CBCT scanners werden begin de jaren 2000 voor het eerst geïntroduceerd in dentale en 

maxillofaciale radiologie. Sindsdien zijn deze scanners onmisbaar geworden voor het overgrote 

deel van de applicaties in de orthodontie, endodontie, parodontologie, implantologie en 

orthognatische chirugie. Ondanks de lagere dosissen vergeleken met MDCT imaging, zijn de 

dosissen nog steeds hoger dan bij  conventionele intra-orale en panoramische modaliteiten. 

Hierdoor, en door het veelvuldig gebruik van CBCT scanners, wordt veel aandacht besteed aan 

radioprotectie, vooral bij pediatrische patiënten.  

Dit project focust op het berekenen van orgaandosissen en de risicobeoordeling voor bestraling 

aan de hand van een Monte Carlo (MC) simulatieplatform en een nieuwe database met 

voxelmodellen. Een EGSnrc MC simulatieplatform werd aangepast, gekalibreerd en gevalideerd 

voor verschillende modellen van CBCT scanners. Het houdt rekening met alle geometrische en 

technische specificaties van de huidige CBCT technologie en biedt een alternatieve manier aan 

om vertrouwelijke data die de fabrikanten niet willen delen, te berekenen. Dit platform werd 

gebruikt om de invloed van de vorm en compositie van de filter op de patiëntendosis te 

onderzoeken en om de impact en effectieve werking van een voorgeprogrammeerd 

buisstroommodulatie (TCM) systeem voor dosisreductie te bestuderen.  

Hoofdstuk 2 beschrijft het ontwerpen van de database voor hoofd- en nek voxelmodellen van 

pediatrische patiënten. Het selectieproces van de geschikte MDCT datasets, de voxelisatie 

methodologie en de ontwikkeling van het juiste formaat voor de MC simulaties werd in detail 

gedocumenteerd. Ook een methode voor het toepassen van geometrische correcties bij het 

omzetten van het Frankfort vlak in een horizontaal vlak is hier beschreven. 

In hoofdstuk 3 worden deze voxelmodellen geïmplementeerd in de scanner-specifieke MC 

simulatieplatformen. Een extensieve simulatiestudie is uitgevoerd voor het evalueren van 

orgaandosissen voor de meest voorkomende dentale CBCT onderzoeken. Deze onderzoeken zijn 

het beeldvormen van een enkele tand, de boven- en/of onderkaak, schisis, de sinussen, complexe 

maxillo faciale aandoeningen, temporaal bot en onderzoeken van het aangezicht en de schedel. 

Naast deze orgaandosissen werd ook het risico geïnduceerd door straling onderzocht aan de 

hand van de Life Attributable Risk (LAR), die de afhankelijk van leeftijd en geslacht incorporeert, 

en de effectieve dosis. Via het fitten van logaritmische curves werd een uitgebreide tool 

ontwikkeld voor verdere leeftijdsafhankelijke dosisbepalingen. 

In hoofdstuk 4 worden de grootheden voor het controleren van de stralingsdosissen onderzocht, 

en meer bepaald de relevantie en de rol van de recent voorgestelde grootheid CTDIw,IEC3.1 in 

dentale CBCT beeldvorming. Na het bewijs dat deze grootheid inderdaad relevant en 

toepasbaarheid is voor dentale CBCT scanners werd de CTDIw,IEC3.1 voor elk reeds nader bekeken 

protocol in deze studie onderzocht. Door het combineren van de resultaten van hoofdstuk 3 en 

4 werden scanner-, protocol-  en leeftijdsspecifieke conversiefactoren van CTDI naar 

orgaandosissen, E en LAR gerealiseerd. 
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