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General Introduction 

I1. 2D and 3D imaging in dental and maxillofacial radiology 
 

The history of radiography in dentistry begins shortly after the discovery of x-rays by Prof. 

Wilhelm Roengten in 1895. The first dental radiograph ever was made by F. Otto Walkhoff, a 

dentist from Braunschweig, Germany, who obtained an image of his own crowns of the 

mandibular and maxillary teeth, just fourteen days after the announcement of the discovery of 

x-rays (Langland et al. 1995). In 1913 Dr. William Coolidge developed the first x-ray tube with a 

tungsten (W) anode and a few years later in 1920 he designed a small reproducible x-ray unit for 

dental radiography, considered to be the precursor of the modern dental x-ray modalities.  

Intraoral x-ray units (figure I1, upper and bottom left images) are the most common radiography 

modalities in dental clinics. The designation is due to the acquisition technique where the imaging 

system (film, phosphor or digital sensor) is placed inside the mouth cavity and a circular or 

rectangular collimated beam exposes the film from outside the head of the patient. Depending 

on the acquisition technique, an intraoral radiograph shows different aspects of the teeth. A 

bitewing exposure shows a tooth from its crown to the level of the supporting bone and allows 

dentists to detect interproximal decay, early periodontal disease, recurrent decay under 

restorations and the fit of metallic fillings or crowns. A periapical exposure shows the entire tooth 

from the crown to beyond the root and is performed to visualize the tooth and the surrounding 

bone in their entirety, hence being essentially important in endodontics and oral surgery. 

Occlusal views are obtained to examine the skeletal or pathologic anatomy of the entire floor of 

the mouth (mandibular view) or the palate (maxillary view).  

Extraoral x-ray imaging refers to two-dimensional (2D) panoramic and cephalometric radiographs 

where the detector is placed outside the head of the patient (figure I1, upper and bottom middle 

images). In panoramic units the paired x-ray tube ς detector system rotates around the head 

while the x-rays are narrowly collimated to form a slit-shaped radiation beam which is directed 

to the dental arc at each projection of the rotation. The resulting 2D image displays the entire 

denture (upper and lower jaw) and enables dentists to examine both the emerged and the 

emerging teeth along with the jaw bones and any adjacent structure. A cephalometric radiograph 

is a lateral 2D image of the craniofacial region. It is mainly used for treatment planning purposes 

in surgery and in orthodontics. In most cases, panoramic and cephalometric modalities are 

combined in a single unit, making use of the same x-ray tube, yet different detector systems, 

being held with different arms. Once the radiographer specifies the acquisition mode, the x-ray 

tube aligns to either the panoramic or the cephalometric imaging system.  

Intraoral and extraoral radiographs suffer from tissue superpositioning issues as any other 2D 

imaging modality, hindering the accuracy of the diagnostic outcome. Advances in technology 

include 3D Computed Tomography (CT) scanners capable of reconstructing the scanned volume 

into multiple slices in axial, sagittal, coronal and even oblique planes. Dental and maxillofacial 

radiology and surgery exploited the advances in CT technology which contributed to precise 

diagnosis and to surgical treatment planning. In the early 2000s, the first dedicated dental Cone 

Beam CT (CBCT) scanners were introduced (Figure I1, upper and bottom right) as an emerging 

technology which is considered nowadays an indispensable imaging tool in endodontics, 

periodontics, orthodontics and implantology (Scarfe et al. 2006, De Vos et al. 2009, Miracle et al. 

2009a, Mah et al. 2010).  
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Figure I1. X-ray modalities in dental and maxillofacial radiology. Upper left image shows an 

intraoral unit (https://www.dentaltix.com/en/csn-industrie/max70hf-dc-intraoral-x-ray) and 
the respective radiograph (bottom left image). The upper middle image shows a panoramic 
2D modality (http://www.planmeca.com/na/Imaging/3D-imaging/Planmeca-ProMax-3D/) 

and the respective 2D image (bottom middle). The upper right image shows the geometry of 
a dental CBCT scanner (https://www.studiobsmiles.com/cone-beam-ct-3d-imaging.html) 

and the resulting 3D image dataset (bottom right) 

 

I2. Dental and maxillofacial Cone Beam Computed tomography 
 

The first clinical CT scanner was installed at the Atkinson ς Morley Hospital in Wimbledon, UK, in 

1971 by EMI (Goldman 2007).  The undoubted clinical value created an enormous interest and 

CT technology has subsequently remarkably evolved over the years. However, the basic 

principles of CT imaging have never been changed. In a CT scanner the patient is laying on a table 

with the head on a supportive apparatus. A paired x-ray source ς detector system rotates around 

the patient, exposing the scanning volume of interest from different angles, i.e. projections 

(Figure I2, A). The table either remains stationary during rotation and moves prior to a 

subsequent rotation which irradiates the adjacent volume (axial or sequential or step and shoot 

mode), or it continuously moves during the rotation of the x-ray source ς detector until the entire 

volume of interest is imaged. The combined table translation and x-ray source ς detector system 

rotation creates in this way a helical path of the system relative to the patient (helical or spiral 

mode). In both modes, the imaging system detects the x-rays which are traversing the scanning 

volume at each projection and a dedicated software resolves its attenuating properties. These 

physical quantities are saved as a stack of 2D images and represent the 3D anatomy. This 

mathematical process is called reconstruction.  
As the x-ray beam is always confined to the dimensions of the detector array, MDCT scanners 

use fan shapes due to the relatively small width along the longitudinal axis in comparison to the 

dimensions in the transaxial planes. The evolution in detector technology increased the number 

of CT detector rows and hence the number of slices that can be captured simultaneously in one 

rotation. CT scanning has seen the evolution from Single Slice CT (SSCT) scanners to Multidetector 

CT (MDCT). The first 16-slice scanner presented in 2002 (Flohr et al 2002a, 2002b) was employing 

such a broad detector that ǘƘŜ ǊŀŘƛŀǘƛƻƴ ōŜŀƳ ŘƛŘƴΩǘ ƘŀǾŜ ŀ Ŧŀƴ ǎƘŀǇŜ ŀƴȅƳƻǊŜ ōǳǘ was a wide 

beam with cone beam characteristics. Since then, scanners capable of acquiring more than 16 

slices simultaneously per rotation have been considered as wide cone beam MDCT scanners. 

At about the same period in time, the first commercial CBCT scanners dedicated for dental and 

maxillofacial applications were introduced in the market. Their main difference over cone beam 

MDCTs was the implementation of large flat panel detectors (FPDs) (Figure I2, B), enabling them 
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to capture large scanning volumes in a single rotation of the x-ray source-detector system around 

the patient. In CBCTs, a conical beam is directed towards the patient at each projection. The 

beam width covers a relatively large volume along the longitudinal direction at each projection. 

However, the axial dimensions of the radiation field are rather limited to a restricted length 

which, in most cases, is smaller compared to the circumference of the head. As the system 

rotates around the patient, a cylindrical Field of View (FOV) around the geometrical centre of 

rotation is captured (Figure I3). The cylindrical FOVs are usually reported as the product of the 

diameter times the height of the scanned volume and expressed in cm² (diameter x height). 

Depending on the scanned volume, FOVs are categorized into small (for single tooth imaging), 

medium (for jaw, sinus, cleft and temporal bone imaging) and large (face and skull imaging). They 

can be reconstructed in small isotropic volume elements, i.e. voxels which give rise to fully 

isotropic images, i.e. of identical resolution in the 3D space, providing superior spatial resolution 

compared to anisotropic MDCT images. CBCT achieve this quality mainly due to the small physical 

dimensions of the FPD pixel elements (Scarfe et al. 2008, Yu et al. 2010). The large conical 

radiation fields and especially their large z-coverage allows x-ray scatter to be generated from 

the entire volume of the coverage resulting in a poor low contrast resolution which impedes the 

differentiation of soft tissues which are close in density. Furthermore, dental CBCTs are equipped 

with large Flat Panel Detectors (FPDs) which do not have septa or antiscatter grids to deal with 

increased scatter.  The scatter to primary ratio (SPR) is around 3 in large FOV CBCTs compared to 

up to 0.8 in cone beam MDCTs where the collimated x-ray beam is restricted to a thinner z-

coverage allowing scatter to be generated only from a small volume (Endo et al 2006, Miracle 

and Mukherji 2009b, Kim et al 2012). However, it is the ability of CBCTs to provide very sharp 

images of the high contrast structures in the head (bony structures) which made them popular 

in the dental and maxillofacial radiology society.  

 

 
Figure I2. SSCT/MDCT (A) and CBCT (B) 
acquisition geometry (Miracle and Mukherji 
2009b); the figure is for illustration purposes to 
show the conical shape of the beam and not the 
exact collimation; the real beam cross section in 
CBCT systems has a rectangular rather than a 
circular shape. 

 

 
Figure I3. Scanning volumes ς FOVs 

in dental CBCT imaging 
(Puthenpurayil et al. 2015) 

 

 

 

I3. Patient radiation dose and risk concepts  
 

In medical x-ray examinations, millions of photons pass through the body and they are either 

attenuated, depositing their energy in several organs or tissues, or they cross the body and strike 

the detector, contributing to image formation. The absorbed energy per unit mass of an organ 

or tissue is called absorbed dose and is measured using the unit Gray (Gy) according to the 

International System of Units (SI). X-rays are ionizing, causing damage to the molecules in the 
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tissue, and in particular also to chromosomes and DNA. DNA repair mechanisms most often 

restore the damage, yet there is a possibility that a chromosome can be mutated and this may 

ultimately lead to cancer or other radiation induced damage. The lower the absorbed dose, the 

lower is the risk to develop a cancer. Due to the fact that there is no threshold dose above which 

a cancer would certainly develop, they are called stochastic. At high dose levels, it is that the so 

called deterministic effects will definitely develop, above a certain threshold dose level. Examples 

are skin erythema, necrosis or epilation, radiation induced cataract, sterility, nausea, radiation 

sickness, fetal effects. Dose levels in dental and maxillofacial radiology are very low, however, 

and should not give rise to these deterministic effects (Edwards and Lloyd 1998).  

The absorbed organ dose value (Gy) as such is not capable of quantifying the detriment and the 

radiation risk as it does not take into account the biological effectiveness of the radiation and the 

radiosensitivity of different organs or tissues. The detriment that a certain amount of absorbed 

dose may cause to a tissue depends on the type of radiation. Photons have a low linear energy 

transfer (LET) coefficient: in human tissue, they induce ionizations to atoms that are spaced far 

away from each other, compared to high LET neutrons or alpha particles. To express the relative 

biological effectiveness (RBE) of certain types of radiation, the International Commission on 

Radiological Protection (ICRP) assigned to each type of radiation a specific weighting factor (wR). 

For photons, this radiation strength weighting factor wR is equal to one (ICRP, 2003). The product 

of absorbed dose and radiation strength weighting factor (wR) gives rise to tissue equivalent dose, 

HT, the SI unit of which is called Sievert (Sv). For x-rays, absorbed dose and tissue equivalent dose 

are numerically equal since for photons wR is unity. Furthermore, biological aspects such as cell 

division rate, cell metabolic rate, cell nutrition and their differentiation in specialized and non-

specialized cells influence their radiosensitivity and hence they make some organs more tolerant 

to radiation compared to other ones. ICRP classified the organs in the body according to their 

radiosensitivity by assigning to each of them a tissue radiosensitivity weighting factor (wT) (ICRP 

2007) (table I1).  

 

Table I1. Tissue radiosensitivity weighting factors (wT) (ICRP 2007) 

 
 

To quantify the total detriment from an exposure to radiation, each tissue equivalent dose (HT) 

should be multiplied with the respective wT. The sum of the radiosensitivity-weighted tissue 

equivalent doses gives rise to the effective dose (E) which is also measured in Sv (equation I1): 

 

Ὁ  ВύὌ     (eq. I1) 

 

Despite the fact that E is a universally accepted term which has been used since its introduction 

by ICRP in 1970s, it exhibits several drawbacks which provoke criticism by the scientific 

community (Martin 2007, 2008, Brenner 2008). The tissue radiosensitivity weighting factors on 

which the calculation of E is based, represent a committee-determined subjective balance of 

different stochastic cancer endpoints, and change every decade or so, as different groups of 

experts that make up the committee may have different scientific views (ICRP 1977, 1991, 2007). 
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Most importantly, the weighting factors are considered to be age- and sex-averaged and hence, 

E is independent of gender and age at exposure while epidemiology data analysis reveals very 

different age-at-exposure dependencies for different cancer sites (National Research Council of 

the National Academies, 2006). Therefore, it must not be forgotten that E applies to a reference 

patient and provides an average estimation of risk between males and females over a population 

of all ages. It should intrinsically not be used for person specific dosimetry. 

To overcome the limitations of E, the National Research Council of Academies proposed the Life 

Attributable Risk (LAR) for more accurate risk estimations in the BEIR VII phase 2 report (National 

Research Council of the National Academies, 2006). The LAR is an organ-based radiation risk 

estimation. Epidemiology data has been extensively analyzed for males and females separately, 

for different ages at exposure and for different cancer sites for two different endpoints: cancer 

incidence and cancer mortality. For each gender, age at exposure and organ (cancer site), the 

number of cases per 100,000 persons for the two endpoints has been calculated for an organ 

dose of 0.1 Gy. The organ LAR is then calculated for a certain organ dose value. The whole body 

LAR is obtained by summing up the individual organ LARs. The LAR for all cancer sites apart from 

leukemia was based on the Linear-No-Threshold (LNT) hypothesis which assumes a linear no 

threshold relationship between radiation risk and radiation dose regardless of the level of 

exposure (Figure I4). However, based on epidemiology data, for each cancer site and for practical 

ŘƻǎŜ ƭŜǾŜƭǎΣ ŘŜǎŎǊƛōŜŘ ŀǎ ΨƭƻǿΩΣ a dose and dose rate effectiveness factor (DDREF) of 1.5 was 

introduced to adjust (reduce) the dose-risk relationship. Such a factor coverts the LNT model to 

a Linear-quadratic or biphasic model without essentially abandoning the LNT hypothesis 

ό/ŀƭŀōǊŜǎŜ ŀƴŘ hΩ/ƻƴƴƻǊ нлмпύ. For leukemia, a linear quadratic model was employed since such 

a curve fitted the data significantly better than the linear model.   

 

 
Figure I4. Models for extrapolating the radiation risk to low dose levels; (A) supralinear, (B) 
linear, (C) linear-quadratic, (D) hormesis (https://www.briangwilliams.us/nuclear-energy-
3/the-shape-of-the-doseresponse-curve-alternative-models.html) 

I4. Radiation dose in dental and maxillofacial radiology 
 

In most countries, intraoral and extraoral 2D dental exposures account for more than 30% of 

medical exposures, yet their contribution to the annual collective dose (population dose) from 

all x-ray procedures, is rather limited (Tanner et al 2000, Hart and Wall 2002, Hart et al 2002, 

Hart et al 2010, EC 2014). In intraoral and panoramic radiography, the radiation field is restricted 

to a very small region in the denture where most of the photons are absorbed by non-

radiosensitive structures. Furthermore, the radiosensitive organs which are exposed to scatter 

radiation have a low radiosensitivity weighting factor of about 0.01 (i.e. bone surface, skin, brain 

and salivary glands; oral mucosa, extra-thoracic tissue, muscles, lymph nodes belong to 
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remainder tissues, each having a wT of about 0.01). Furthermore, radiosensitive organs like 

oesophagus and thyroid gland which have a wT of 0.04 (table I1) receive negligible dose from 

scatter x-rays. The Red Bone Marrow (RBM) is the most sensitive, irradiated organ, yet the 

percentage of its total mass in the head and neck region is very small and therefore the absorbed 

dose (to its total mass) is very low. For intraoral systems the reported effective doses in literature 

are in the order of 1-5 µSv per exposure (Looe et al 2008, Ludlow et al 2008a, White and Pharoah 

2009, Granlund et al 2016) while cephalometric acquisitions deliver equivalent doses (Visser et 

al 2001, Gijbels et al 2004). For panoramic exposures, the reported effective doses range from 3 

to 75 µSv (Okano and Sur 2010, Lee et al 2013, Granlund et al 2016).   

The introduction of CBCTs in early 2000 gave a new perspective in dental and maxillofacial 

radiology. Being the only alternative solution for 3D imaging beyond MDCTs, CBCTs became an 

imaging tool with a widespread range of applications not only due to image quality reasons but 

also due to their low cost, small size, and limited medico-legal requirements (Pauwels et al 

2015a). CBCT imaging gradually replaced dental MDCT and 2D panoramic acquisitions without 

always presenting a sound evidence for the added value in terms of the diagnostic outcome for 

certain dental applications. Organization bodies and scientific groups have worked over the last 

years towards developing a justification frame and setting basic principles on the use of CBCTs in 

dental and maxillofacial radiology (Horner et al 2009, HPA 2010, SEDENTEXCT 2011, Jacobs 2011, 

2014, American Dental Association Council on Scientific Affairs 2012, European Commission 

2012). However, the extensive use of CBCTs has not been the only reason to raise concerns on 

radiation protection; The radiation dose is not insignificant.  

While the dose to a patient can be lower compared to dental MDCT exposures, it is 2-27 times 

higher compared to 2D panoramic acquisitions (Table I2). Besides, and as it can also be derived 

from table I2, there is an overlapping region in CBCT and MDCT doses. Advances in MDCT 

technology such as Tube Current Modulation (TCM), Iterative Reconstruction (IR), Adaptive 

Collimation and more sensitive detectors, have contributed to the establishment of low dose 

MDCT clinical protocols which provide good image quality datasets with very low doses, e.g. for 

implant and surgery planning (180 µSv, Loubele et al 2005) and temporal bone imaging (280 µSv, 

Stratis et al 2017a). A recent meta-analysis of published data showed that adult effective doses 

in dental CBCT imaging range from 5-622 µSv for small FOVs (7-521 µSv for children), 9-560 µSv 

for medium FOVs (13-769 µSv for children) and 46-1073 µSv for large FOVs (also 13-769 µSv for 

children) (Ludlow et al 2015). While the abovementioned figures show that doses can either 

reach intraoral and extraoral (low dose) or MDCT (high dose) levels, most remarkable is the 

reported range. Pauwels et al (2012a) have reported a 19-fold dose range for 14 CBCT models, 

Ludlow et al (2008b) a 16-fold range for 7 CBCT models and Rottke et al (2013) a 23-fold range 

for 10 CBCT models.  

Scanner-specific, radiographer-related and dosimetry-related parameters are responsible for this 

variability in doses. Scanners operate in different ways and with different exposure parameters. 

There are models which carry out full (360°) rotations while others fulfill half (180°) or even 

partial acquisitions. The x-ray beam shape is symmetrical in some models, i.e. the radiation field 

is equally split among the central x-ray, or asymmetrical, both in the sagittal/coronal and in the 

axial plane, in some others. The operating voltage ranges between 70-110 kV giving rise to the 

use of different energy spectra. Along with the voltage, it is also the filtration of the x-ray tube 

has an impact on the beam energy. Different filter combinations of Copper (Cu) and Aluminum 

(Al) have been applied by vendors and different filter shapes have been used; flat filters are 

mostly applied, yet beam-shaping / bow-tie filters are also employed, aiming to provide a uniform 

x-ray intensity all over the detector. TCM is another technical specification which aims to 

decrease doses. However, this is a high-end technical advancement which has not yet been 

greatly adopted by CBCT vendors. Radiographer ς related parameters correspond to the options 

provided to personnel to carry out exposures. If these settings are either not optimized or not 

properly used, doses on good hardware systems could be much higher than needed. It must be 
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said that optimization of exposures, to adhere the ALARA principle (radiation doses As Low As 

Reasonably Achievable), is a complex procedure which requires indication-oriented and age-

specific adjustments of exposures based on image quality and dose assessment (Oenning et al 

2017). The wide range of doses witnesses that optimization in CBCT is in a very preliminary stage. 

Finally, dosimetry-related parameters may have an impact on the wide range of reported doses. 

There is a huge amount of organ dose and effective dose assessment studies in literature. 

However, most of them have been performed with Thermoluminescent dosimeters (TLDs) 

mounted into anthropomorphic phantoms. TLD dosimetry, however, exhibits several limitations 

in CBCT imaging. Most importantly, currently available anthropomorphic phantoms do not 

represent the realistic anatomy of a patient, since radiosensitive organs like salivary glands, oral 

mucosa, ET tissue, oesophagus, etc. are not present. The delineation of these tissues depends on 

the experience of the user in human anatomy and hence dose results become very subjective. 

Furthermore, the organ dose assessment is performed in a rather limited region of each organ, 

where the holes to mount the TLDs are found. In conjunction with the fact that CBCTs present 

steep dose gradient and axial inhomogeneity (Pauwels et al 2012b), the partial irradiation of a 

part of the TLDs which are supposed to account for the entire organ, makes the results 

questionable. Furthermore, all the tissues are given the same density and the bone structures 

are not realistic.  

Paediatric dosimetry, not only in dental CBCT imaging but also in medical exposures in general, 

is challenging. Apart from scanner-related factors which have an impact on radiation dose, the 

latter is also patient-dependent. In particular, organ dose is dependent on the fraction of the 

organ which is directly exposed to the primary radiation field; for a given FOV size, the larger the 

fraction, the higher the organ dose. While there is a limited variability in adult organ sizes and 

masses, with established reference values as a consequence, this is not the case for paediatric 

populations where organ sizes show a rapid increase with age (ICRP 2002). Furthermore, due to 

smaller physical size, radiosensitive organs in children, like brain and thyroid in case of dental 

CBCT acquisitions, are closer to the primary field and hence, they receive higher exposure from 

scatter x-rays. This is also related to a major limitation of CBCT scanners. To the best of our 

knowledge there is not any commercially available CBCT scanner with manual collimation. The 

FOVs are fixed in size, and therefore, the beam cannot be manually collimated to restrict the 

radiation field to a specific anatomical region, leading to patient overexposure. Besides, 

paediatric patients are at increased radiation risk due to the longer life expectancy and due to 

biological reasons such as cellular growth, associated with organ development, which makes 

organs much more radiosensitive. Therefore, paediatric populations cannot be represented by a 

reference anthropomorphic phantom which covers the entire paediatric age range, as is the case 

with adults. Dosimetric studies on paediatric dental CBCT dosimetry are rather limited 

(Theodorakou et al 2012, Al Najjar et al 2013, Pauwels et al 2014). All of them have been carried 

out with TLDs mounted on two 5- and 10- years old anthropomorphic phantoms or on adult 

phantoms with doses extrapolated to paediatric ages, and have pointed out the increased risk of 

children, and the need for more extensive paediatric dosimetry studies that will contribute to the 

optimization of exposures.  

 

Table I2. Doses as a multiple of the dose from a panoramic acquisition (Holroyd and Gulson 
2009) 

Examination 
Dose as a multiple of the dose from a typical 
panoramic exam 

Panoramic 1 
Small Field of View CBCT 2-27 
Large Field of View CBCT 3-45 
CT scan (dental program) 22-88 
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I5. Radiation dose metrics and dose monitoring 
 

Organ dose and radiation risk assessment requires either time-consuming measurements in very 

specialized physical human-like phantoms (TLD dosimetry) or special high-end software tools and 

voxel models, i.e. Monte Carlo (MC dosimetry).  For Quality Control (QC)- Quality Assurance (QA) 

assessment and dose monitoring purposes, neither of these two methods is appropriate. 

Alternatively, well established dose metrics which quantify the radiation output of an x-ray tube 

can be used for x-ray tube output monitoring; comparison and optimization purposes have been 

proposed.  

In CBCT imaging, the most popular dose metrics are the Dose Area Product (DAP) and the 

Computed Tomography Dose Index (CTDI). DAP (eq. I2) is given by the product of the air kerma 

in air at any distance from the x-ray tube multiplied by the area of the radiation field at the same 

distance. As the air kerma follows the Inverse Square Law, i.e. the output is inversely proportional 

to the square of the distance from the x-ray tube while the area is proportional to the square of 

the distance, the DAP remains constant any point from the source.  

 

ὈὃὖὈέίὩ άὋώ ὼ ὭὶὶὥὨὭὥὸὩὨ ὥὶὩὥ ὧά     ὩήὍς 

 

However, the use of DAP in CBCT imaging presents several practical limitations. Its assessment 

following the traditional methodology with a dosemeter (to measure the central air kerma) and 

a film to specify the irradiated field area is not applicable for scanners which employ bow-tie 

filters, because the measured DAP value is hugely overestimated. A square-shaped ion chamber 

(DAP meter) may also be used. In such case, the DAP meter must follow the rotation of the paired 

x-ray tube-detector system and shall be placed as close as possible to the tube such that the 

entire radiation field strikes the DAP meter. This requirement makes the verification of displayed 

DAP values by a medical physicist difficult if there is no access to the x-ray tube and the detector, 

e.g. systems having a MDCT structure where the tube and the detector are enclosed in a gantry. 

Finally, the DAP cannot give an answer to dose comparisons requests against MDCT exposures.  

The Computed Tomography Dose Index (CTDI) was first introduced by Shope et al (1981). It aimed 

to quantify the total dose accumulated by a cylindrical phantom from a single rotation of a fan 

shaped X-ray CT beam. The introduction of the 10 cm long pencil ion chamber (IC) some years 

later enabled the measurement of CTDI, as its active volume could encompass the primary and 

the scattered radiation from a narrow, fan-shaped CT beam. CTDI became a standard method for 

measuring and comparing the radiation output, initially for single-slice CT scanner technology on 

which the technique was developed and later for MDCT. For state-of-the-art cone beam MDCT 

scanners and for CBCTs, the use of CTDI gets problematic, since the beam width can be much 

larger compared to the active volume of the pencil-like ion chamber (10cm) which is routinely 

used for dose assessment is CT imaging. To this end, the International Electrotechnical 

Commission (IEC) and the International Atomic Energy Agency (IAEA) have proposed a new 

methodology which will be discussed in Chapter 3, to account for the large beam widths and the 

long scatter tails of the x-ray beams, especially when phantom measurements are to be obtained 

(IEC 2010, IAEA 2011).  

The SEDENTEXCT consortium has suggested a CTDI-like two tier approach for CBCT dose 

estimation (SEDENTEXCT 2011, Pauwels et al 2012b). The method requires a special Polymethyl 

Methacrylate (PMMA) phantom for dose measurements and a point dose farmer-type ion 

chamber. The PMMA phantom shall provide measuring points along the axis of the phantom and 

in the periphery. For central acquisitions, i.e. for those where the centre of the head coincides 

with the centre of rotation, they suggest weighted CTDI (CTDIw)-like index, with the only 

difference being the equal weighting (1/2) between the dose at the centre and the average dose 
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in the periphery of the phantom. For off-center acquisitions, i.e. where the center of rotation, 

and hence the center of the FOV, does not coincide with the center of the head (as is the case in 

most small and medium FOV protocols), they suggest to re-position the phantom from the center 

accordingly, to measure the dose in several points along the front-back axis, and to take a simple 

average of the measured dose values. The method may simulate clinical cases, yet has not been 

validated against the average dose in the scan plane and requires dedicated equipment which is 

not readily available in a radiology medical physics department. Finally, the American Association 

of Physicists in Medicine (AAPM) has proposed the central cumulative dose at the centre of the 

beam profile, f(0), as a candidate dose metric for MDCT systems and for protocols without any 

table translation ( AAPM 111 report) (2010). The method requires dose assessment with a 

farmer-type ion chamber positioned at the midline of a very long (at least 40 cm) PMMA 

phantom. Although the method may be valid for MDCT stationary acquisitions, e.g. perfusion 

scans, the dental CBCTs present several specifications which question the applicability. CBCTs 

present complex in-plane (off-set scans, discussed later in chapter 1) and longitudinal (divergent) 

radiation fields which differ a lot from the rectangular and symmetrical MDCT radiation field 

profiles. Furthermore, the acquisitions are not always associated with full rotations like in MDCTs. 

Finally, a 40 cm long phantom, apart from not being commercially available, is also difficult to 

physically position in a CBCT scanner with a panoramic-like orientation.  

 

I6. Monte Carlo simulations and voxel phantoms 
 

MC simulation is a statistical sampling technique that has been successfully applied to a vast 

number of scientific problems (Eckhardt 1987) and relies on repetitive random sampling of 

probability distributions (Fishman 1995). In medical physics, the MC technique is most popular 

in simulating radiation transport of particles in matter (Andreo 1991, Rogers 2006). When a 

certain particle penetrates matter, it undergoes multiple interactions by which energy is 

transferred to matter, and secondary particles are generated. The secondary particles give rise 

to extra interactions and this procedure goes on until secondary particles deposit all their energy 

in the medium or until they get out of the medium. In MC simulations, the history of the initial 

particle and of the cascade of secondary particles is tracked.  

In a MC context, each particle, either the primary or any secondary, is initially considered to move 

freely inside a medium until an interaction event takes place where the particle loses energy, 

changes direction and produces new secondary particles. To simulate the history of the primary 

particle and its cascade, the interaction model shall be defined; this is a set of equations, 

described by the so-called Differential Cross Sections (DCS) for each different type of interaction 

of a particle in a medium. The DCSs determine the Probability Distribution Functions (PDFs) of 

random variables which characterize the path, i.e. the free path between successive events, the 

type of interaction that takes place and the energy loss and angular deflection in a particular 

interaction event. Once the PDFs have been defined, histories of primary particles are generated 

randomly and both these and their secondary particles are tracked until all particles are absorbed 

or leave the geometry of interest (Kawrakow et al 2009, Salvat 2015).  

A full MC simulation consists of four different, yet interrelated parts: (1) the cross section data 

for all the processes being considered in the simulation, (2) the algorithms used for the particle 

transport, (3) the methods used to specify the geometry of the problem and to determine the 

physical quantities of interest, and (4) the analysis of the information obtained during the 

simulation (Rogers and Bielajew 1990). MC codes have been in development for over half a 

century and their newest versions are nowadays used in several applications in diagnostic 

radiology, nuclear medicine and radiotherapy, e.g. EGSnrc (Kawrakow et al 2009), MCNP (Brown 

2003), GEANT (Agostinelli et al 2003) and PENELOPE (Salvat et al 2003). The use of MC techniques 
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has vastly increased due to the complexity of radiation transport in matter which makes analytic 

solutions intractable, and the rapid increase in speed and decrease in cost of data processing. 

To carry out dosimetry studies via MC, apart from the physics which determines the transport of 

radiation, software models that mimic patient anatomy are required. During recent years, 

computational phantoms evolved from a stylized form, based on quadratic mathematical 

equations, to designs of organs in the body and more anatomically realistic voxel models, due to 

the availability of more powerful computers and tomographic imaging. These phantoms, being 

compatible to most Monte Carlo transport codes, have been extensively used in several dose 

studies; from internal and external experimental particle dosimetry in health physics to dose 

studies in medical imaging, nuclear medicine and radiotherapy.  

The first mathematical-stylized phantoms were reported in the 1960s (Fisher and Snyder 1966, 

Fisher and Snyder 1967). They developed computational anthropomorphic phantoms using 

shapes such as elliptical cylinders and cones to mimic different regions of the body; only the head 

and neck, the trunk including the arms and the legs were defined. The stylized phantoms evolved 

over the years to more realistic ones that were adopted by International bodies for dosimetric 

purposes, e.g. the hermaphrodite MIRD-5 phantom (Snyder et al 1969, ICRP 1975) (figure I5). The 

MIRD-5 phantom was later advanced to a pair of gender-specific models known as the ADAM 

and EVA (Kramer et al 1982), was scaled down to paediatric ones (Cristy and Eckerman 1987) and 

was used as a reference for the development of several others (Chen et al 2004, Park et al 2006, 

Hirata et al 2008, Kim et al 2010). 

  

 
 

Figure I5. The evolution in computational phantoms; right image: external views of age-
specific phantoms (Cristy and Eckerman 1987) 

 

Despite the fact that dose assessment with those phantoms provided reasonable estimates, 

more sophisticated phantoms that could more accurately model individual organs in the body 

were required for more accurate dose calculations. The advent of tomographic imaging gave rise 

to the so-called voxel models. Based on 3D image datasets, each organ in the body is segmented 

either on a slice-by-slice basis or by thresholding the grey values of the tomographic images to a 

certain range which corresponds to specific tissues. As the resolution of the 3D imaging 

technology was evolving so the resulting voxel models were also advancing. Since early 1980s 

until today, a large number of voxel models have been developed based on Computed 

Tomography (CT), Magnetic Resonance (MRI) imaging and/or cross sectional photographic 

imaging (Bozkurt et al 2000, Xu et al 2010, 2014). Xu et al (2014) reported a total number of 84 

voxel models in 2014. International bodies adopted the new technology, presenting a pair of 

reference, adult, gender-specific voxel models in 2009 (ICRP 2009) (Figure I6). The term voxel 
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phantoms results from the finest picture element in the 3D tomographic data, i.e. a volume pixel 

(voxel), based on which the phantom is designed.  

 

  
Figure I6. ICRP adult reference male (left) and female (right) voxel models and their internal 
structure. 

 

Modern Computed Aided Design (CAD) software systems have resulted in more advanced hybrid 

phantoms where the voxel model can be tuned to specific situations while preserving its realism 

such as to smooth the internal structure and the contour of the organs. Non Uniform Rational 

Basis Spline NURBS hybrid phantoms are such an example where the voxel phantom anatomy is 

exported as a polygon mesh in which the organs are represented by triangular surfaces. These 

phantoms can be more flexible, yet they are not compatible with most MC simulation 

frameworks which require a voxel phantom format.  

 

I7. Thesis objectives and structure 
 

This research project focuses on paediatric dosimetry in dental and maxillofacial CBCT imaging 

via MC simulations. The project aims to fill the gaps of the current research on paediatric dose 

assessment by developing dedicated software solutions that conventional dosimetry with 

anthropomorphic phantoms and TLDs fails to provide. This is accomplished by employing a 

Monte Carlo (MC) framework and the work-out of a unique database of paediatric voxel models. 

Advanced technical specifications only since recently available on some dental CBCT systems, like 

bow-tie filtration and tube current modulation (TCM), are investigated towards their impact on 

paediatric dosimetry. A thorough age and gender-specific simulation study is performed to assess 

organ doses and the associated radiation-induced risk for the most frequently applied clinical 

protocols. Radiation risk is quantified via E and the age and gender dependent LAR. Finally, the 

use of CTDI-based metrics in CBCT imaging are investigated and protocol, age and gender specific 

conversion factors from CTDI to Effective dose and LAR are proposed. The study is divided into 

four chapters. 

 

Chapter 1 presents the customization, calibration and validation of the MC dosimetry platform. 

It is based on a hybrid simulation framework which had been developed in KU Leuven and has 
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been extensively used for dosimetric studies in 3D imaging (Zhang et al 2011, 2013a, Lopez-

Rendon et al 2014, 2017a, Woussen et al 2016). The simulation code has been modified and 

further advanced into a flexible dose simulation tool, which can be easily customized and 

adjusted to different scanner models. The motivation to modify the code was mainly to overcome 

the limitation of getting information regarding the shape and the composition of the added bow-

tie filtration which many vendors employ in their systems and which they consider proprietary 

data. The entire chain from MC customization (i.e. implementation of technical and geometric 

specifications) to calibration (i.e. production of MC dose to absolute dose conversion factors) and 

validation (i.e. test of the reliability of the MC tool) for five different models is presented. Chapter 

1 investigates also the impact of different filter compositions and shapes and the influence of 

TCM on the dose. The work has been presented in the following papers and presentations: 

 

Stratis A, Zhang G, Lopez-Rendon X, Jacobs R, Bogaerts R, Bosmans H. 2016a Customization of a 

Monte Carlo dosimetry tool for dental Cone Beam CT systems. Radiat Prot Dosim 169 (1-4): 378-

385  

Stratis A, Zhang G, Jacobs R, Bogaerts R and Bosmans H. Should Dental CBCT Devices be Equipped 

with Cu-filters? A Monte Carlo Organ Dose Comparison Study (Radiological Society of North 

America, RSNA 2015, oral presentation) 

Stratis A., Zhang G., Awouters J., Jacobs R., Bogaerts R., Bosmans H. Patient ς specific organ dose 

assessment in a dental cone beam CT scanner with tube current modulation, (European Congress 

of Radiology, ECR 2016, DOI link: (http://dx.doi.org/10.1594/ecr2016/C-1145) 

Stratis A., Zhang G., Awouters J., Jacobs R., Bogaerts R., Bosmans H. Does rotational tube current 

modulation have a significant impact on organ doses in dental CBCT to impose its implementation 

in dose calculating software tools? (Radiological Society of North America, RSNA 2016, oral 

presentation) 

Stratis A., Zhang G., Jacobs R, Bogaerts R, Bosmans H. Preprogrammed Tube Current Modulation 

vs Attenuation-based Tube Current Modulation vs fixed current acquisitions: which technique 

delivers the lowest doses in dental CBCT scanners? Radiological Society of North America, RSNA 

2017, poster presentation 

tŀǇŜǊ ǘƻ ōŜ ǎǳōƳƛǘǘŜŘΥ {ǘǊŀǘƛǎ !ΦΣ ½ƘŀƴƎ DΦΣ WŀŎƻōǎ wΦΣ .ƻƎŀŜǊǘǎ wΦΣ .ƻǎƳŀƴǎ IΣ Ψ¢ƘŜ ƛƴŦƭǳŜƴŎŜ ƻŦ 

Tube Current Modulation on organ doses in dental and maxillofacial CBCT imaging: Theoretical 

and cliniŎŀƭ ¢ǳōŜ /ǳǊǊŜƴǘ aƻŘǳƭŀǘƛƻƴ {ŎƘŜƳŜǎΩ  

 

Chapter 2 presents the development of a database consisting of seventeen paediatric male and 

female head voxel models from 3 to 14 years old. It describes the entire voxelization procedure; 

from the selection of the 3D image datasets from the Picture Archiving and Communicating 

System (PACS) of the hospital (Universiteit Ziekenhuis Leuven, UZ Leuven, BE) to the formation 

of the appropriate MC-oriented text file. Only full head MDCT acquisitions, from the crown of the 

head up to at least the C5 spinal segment were retrieved. Image datasets with severe artefacts 

that could hinder organ segmentation were rejected, along with those datasets of patients with 

severe trauma injuries. The work also describes the procedure of adjusting organ masses to 

reference values (ICRP 2002, 2009) such that each specific model can be considered a reference 

for the associated age and gender category. Each model consists of twenty-two organs, 

segmented in a manual or semi-automatic way. This chapter also deals with a software-technical 

correction which has been employed to all voxel models of the database. Voxel phantoms are 

most frequently based on MDCT image data sets and they preserve patient MDCT acquisition 

geometry; in case of head voxel models, the head support which MDCT scanners are equipped 

with, introduces an inclination to the head and hence to the head voxel model. In dental Cone 

Beam CT (CBCT) imaging, patients are always positioned in such a way that the Frankfort line is 

horizontal, implying that there is no head inclination. A procedure to adjust the orientation is 

https://rsna2015.rsna.org/program/index.cfm
https://rsna2015.rsna.org/program/index.cfm
http://dx.doi.org/10.1594/ecr2016/C-1145
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proposed and a study to investigate the impact of head inclination on organ doses in dental CBCT 

is carried out. The work has been presented in the following papers and presentations: 

 

Stratis A., Zhang G., Jacobs R, Bogaerts R, Bosmans H. 2016b Rotating and translating 

anthropomorphic head voxel models to establish an horizontal Frankfort plane for dental 

CBCT Monte Carlo simulations: a dose comparison study. Phys Med Biol. 61(24): N681-N696.  

Stratis A., Touyz N, Zhang G., Jacobs R, Bogaerts R, Bosmans H and DIMITRA project partners 

2017b  Br J Radiol. 90 (1078):20170051. doi: 10.1259/bjr.20170051. Epub 2017 Jul 27  

Touyz N, Stratis A, Zhang G, Jacobs R, Bogaerts R, Bosmans H 2016 Creation of a Paediatric Head 

Voxel Model Database for Dosimetric Applications (1st European Congress of Medical Physics, 

ECMP 2016, O165, oral presentation) 

Chapter 3 presents an extensive dose assessment study which involves more than 1000 

simulations. Each of the seventeen voxel models has been applied to each scanner-specific MC 

framework and organ doses have been calculated for different clinical cases, i.e. single tooth 

imaging (central upper and lower incisor, upper and lower premolar), upper-lower jaw, lower 

jaw, cleft palate, maxillofacial complex, sinus, face and skull imaging. For the NewTom 5G, organ 

doses were also calculated for unilateral and bilateral temporal bone imaging. A statistical 

analysis was carried out to investigate the dose ς age relationship for every different clinical case. 

The radiation induced risk was calculated both via E and incidence LAR. To simplify LAR estimate, 

a software tool requiring gender, age-at-exposure and organ dose as an input was developed. 

The current study aims to provide a roadmap towards clinical, patient-based protocol 

optimization. Chapter 3 has been presented in the following papers and presentations: 

 

Stratis A, Zhang G, Lopez-Rendon X, Politis C, Hermans R, Jacobs R et al 2017a Two examples of 

indication specific radiation dose calculations in dental CBCT and Multidetector CBCT scanners 

Phys Med 41 71-77 

EzEldeen M, Stratis A, Coucke W, Codari M and Jacobs R 2017 As Low Dose As Sufficient Quality: 

Optimization of Cone-Beam Computed Tomography Scanning Protocol for Tooth 

Autotransplantation Planning and Follow-up in Children J Endod 43 (2) 210-7  

Oenning AC, Jacobs R, Pauwels R, Stratis A, Hedesiu M, Salmon B 2017 Cone-Beam CT in 

paediatric dentistry: DIMITRA project position statement Pediatr Radiol 48 (3) 308-316 

Marcu M, Hedesiu M, Salmon B, Pauwels R, Stratis A, Oenning ACC et al 2018 Estimation of the 

radiation dose for pediatric CBCT indications: a prospective study on Promax 3D  

Int J Paediatr Dent (accepted for publication), doi: 10.1111/ipd.12355 

Stratis A., Zhang G., Jacobs R., Bogaerts R. BosmaƴǎΣ Ψ! ŎƭƛƴƛŎŀƭ-based, age and gender ςoriented, 

ƳǳƭǘƛǎŎŀƴƴŜǊ ŘƻǎŜ ŀǎǎŜǎǎƳŜƴǘ ǎǘǳŘȅ ƛƴ ŘŜƴǘŀƭ ŀƴŘ ƳŀȄƛƭƭƻŦŀŎƛŀƭ /./¢ ƛƳŀƎƛƴƎΩ όƛƴ ǇǊŜǇŀǊŀǘƛƻƴύ 

Stratis A., EzEldeen M, Zhang G., Jacobs R, Bogaerts R, Bosmans H. A Monte Carlo dosimetry 

comparison study of two different paediatric protocols for teeth autotranspantation planning 

and follow up. Radiological Society of North America, RSNA 2015, oral presentation   

Stratis A., Zhang G., Jacobs R., Bogaerts R. Bosmans H. A Monte Carlo study on the effect of the 

orbital bone to the radiation dose delivered to the eye lens. Proc. SPIE 9412, Medical Imaging 

2015: Physics of Medical Imaging, 941231 (18 March 2015); doi: 

http://proceedings.spiedigitallibrary.org/proceedings.aspx?articleid=2210185  

Stratis A., Lopez-Rendon X., Zhang G., Jacobs R, Bogaerts R, Bosmans H. Organ dose and 

radiation risk assessment for orthognathic patients in large FOV dental CBCT and head MSCT 

imaging. Radiological Society of North America, RSNA 2016, oral presentation   

Stratis A., Zhang G., Jacobs R, Bogaerts R, Politis C, Shaheen E, Bosmans H. Head CBCT vs Head 

MSCT imaging; comparing organ doses and radiation risks for a cohort of orthognathic patients. 

1st European Congress of Medical Physics, ECMP 2016, oral presentation 

Stratis A., Zhang G., EzEldeen M.,  Jacobs R, Bogaerts R, Bosmans H and the Dimitra consortium. 

Age-dependent organ dose calculations in dental CBCT imaging for a cohort of cleft palate 

https://www.ncbi.nlm.nih.gov/pubmed/?term=frankfort+plane+Monte+Carlo
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patients. European Congress of Dentomaxillofacial Radiology, June 2016, Cardiff, WAL, poster 

presentation 

Stratis A., Zhang G., Jacobs R., Bogaerts R. Bosmans H. Patient specific paediatric dose assessment 

in dental Cone Beam Computed Tomography via Monte Carlo calculations. PiDRL, European 

Diagnostic Reference Levels for Paediatric Imaging, 2015, Oral presentation 

A Stratis, G Zhang, R Jacobs, R Bogaerts and H Bosmans, Customization of a Monte Carlo 

dosimetry tool for dental Cone Beam CT systems. Optimisation in X-ray and Molecular Imaging 

2015, Fourth Malmö Conference on Medical Imaging, 2015, oral presentation 

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H. The influence of the orbital bone density 

on the eye-lens dose in dental CBCT, European Congress of Radiology, European Society of 

Radiology (ECR), Vienna, Austria, oral presentation, (SS 7 13), B-0680 (Best on site scientific 

presentation, Physics in Radiology, Innovations in CT   technology).  

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H. Patient-specific approach of CBCT imaging 

in children: custom-made Monte Carlo simulations, 2nd EADMFR junior meeting, 2015, oral 

presentation 

 

Chapter 4 investigates the role and relevance of CTDI-based metrics in dental and maxillofacial 

scanners. It examines whether the unique technical and geometric specifications like large beam 

widths along the longitudinal axis, restricted ς small in-plane axial FOVs, offset-asymmetrical 

beam shapes, and partial and half rotations have an impact on the applicability of CTDI. 

Considering that CTDI is an established method for conventional MDCT scanners where the x-ray 

tube-detector rotation is accompanied by table translation (either in a simultaneous (helical) or 

in a step-and-shoot (axial) mode), it discusses the applicability and the connotation of such a 

metric in stationary systems like CBCTs. All the existing IEC- proposed CTDI versions were tested 

against the total accumulated dose (infinite CTDI), to investigate which one preserves a constant 

measuring efficiency over the entire range of beam widths. It further explores the axial dose 

distributions in a standard head PMMA phantom to study whether the average dose in the scan 

region can be retrieved from CTDI measurements and whether the weighting 1/3 and 2/3 factors 

in the weighted CTDI formula (for central and periphery dose measurements respectively) are 

still relevant. In conjunction with organ dose and radiation risk assessment study in chapter 3, 

CTDI to effective dose and LAR conversion factors are suggested along with a roadmap for 

assessing CTDI to organ dose conversion factors. Chapter 4 was presented in the following papers 

and presentations:  

 

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H The relevance and role of CTDI-based 

metrics for dental Cone Beam CT scanners: a Monte Carlo investigation (to be submitted) 

Stratis A., Zhang G., Jacobs R., Bogaerts R., Bosmans H. Employing CTDI to dental CBCT scanners 

ς ! aƻƴǘŜ /ŀǊƭƻ ǎǘǳŘȅΣ ά.ŜƭƎƛŀƴ IƻǎǇƛǘŀƭ tƘȅǎƛŎƛǎǘ !ǎǎƻŎƛŀǘƛƻƴέΣ !ƴƴǳŀƭ ƳŜŜǘƛƴƎΣ нлмсΣ ƻǊŀƭ 

presentation 
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CHAPTER 1 

Monte Carlo simulation framework for dental Cone 

Beam Computed Tomography 
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1.1 Introduction 
 

There are two ways to estimate the radiation induced risk from medical exposures: to apply 

conversion factors to dose metrics, e.g. DAP or CTDI to effective dose conversion factors created 

from organ dose estimates for a generic patient, or to directly measure or estimate organ doses 

and quantify a total body risk (E or LAR). While universal conversion factors have not yet been 

reported for dental CBCT equipment and a commonly accepted dose metric has not yet been 

proposed by the scientific community, the organ-based risk estimation is always a robust 

methodology. The conventional way of assessing doses via TLDs and anthropomorphic phantoms 

has already been discussed. Alternatively, MC dosimetry is a software approach, involving the 

simulation of particles and their interaction with matter. 

In a previous study, a hybrid MC framework, developed in our group, capable of simulating the 

entire dental CBCT imaging chain from x-ray production to image formation, was described 

(Zhang et al 2011, 2013a). The framework was built in EGSnrc code and was employing the phase 

space concept; the x-ray tube was explicitly simulated in full detail and the output was saved in 

phase space data files which can then be applied subsequently to simulate specific radiation 

fields (Kawrakow et al 2009, Rogers et al 2011). To accurately simulate the x-ray source and the 

filtration of the x-ray tube without having access to manufacturer proprietary data, we modified 

the MC framework and adapted the code to start from equivalent source models (ESM) which 

characterize the output and the filtration of the source based on real measurements (Turner et 

al 2009). Customization refers to the production of scanner and protocol-specific simulation 

frameworks which account for the technical and geometric specifications of each system; the 

energy spectrum and the total x-ray tube filtration along the radiation field, the in-plane and 

longitudinal beam shape, the rotation angle and the beam-on and beam-off angles, the 

acquisition geometry (symmetrical or offset), the collimation at each FOV and the 

implementation of TCM. In a next step, a calibration procedure is needed to relate the MC 

calculated doses which are normally provided in µGy per number of simulation histories 

(µGy/#hist) to absolute dose values (µGy or µGy/mAs). Finally, the MC scanner-specific 

frameworks were validated against real measurements to test their reliability for dosimetric 

studies. The aim of the study was to customize the code for five different scanner models, i.e. for 

Promax 3D Max (Planmeca, FI), Accuitomo 170 (Morita, JP), CS 9300 (Carestream, USA), NewTom 

5G (QR S.R.L, IT) and NewTom VGi-evo (QR S.R.L, IT).  With these customized frameworks, five 

more studies were then conducted and are presented in this chapter. The first two studies 

investigated the influence of x-ray tube filter material composition and the impact of bow-tie 

filtration on doses. Three more studies were conducted to test the effect of TCM on doses. Apart 

from drawing conclusions about the influence of such dose reduction systems (TCM) on dose, 

the studies aimed to investigate the necessity to include TCM curves in MC framework for 

accurate dose assessment.  

 

1.2 Methods and Materials 

1.2.1  Monte Carlo framework customization 
 

The MC framework was developed in EGSnrc code and has three individual components: source 

modelling, angular projection modelling and dose tracking. The x-ray source modelling is based 

on the equivalent source model concept (ESM); this method has been introduced to obviate the 

need for obtaining proprietary data which are required for the accurate simulation of the x-ray 

tube. The ESM includes the energy spectrum of the x-ray beam and weighting factors which 

reflect the attenuation of the x-rays when they cross the filter from different paths. As the 

operating voltage (kVp) is the only practically changeable exposure parameter which may 

influence the energy spectrum (the inherent and added filtration are fixed), ESMs were produced 
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for each scanner but only for those specific kVp energies which the clinical protocols are 

performed with. A calibrated farmer ion chamber (IC) (FC65-G, SN:1698, IBA Dosimetry, 

Schwarzenbruck, Germany) was used to measure the Half Value Layer (HVL) at the operating 

voltage of each scanner. Subsequently, a dedicated Matlab (version 7.12.0.635, R2011a, 

MathWorks Inc) software tool, SPEKTR (Siewerdsen et al 2004), which generates energy spectra 

for user-specified filter combinations, was used. Through an iterative procedure where the 

measured HVL was checked against SPEKTR provided HVL values for different filter combinations, 

the energy spectrum of each scanner, and hence of each ESM, was the one that resulted from 

the best HVL match. Air kerma measurements along the anode-cathode axis of each scanner 

were also carried out to assess total x-ray tube filtration along the radiation field. All the 

measurements were performed in service mode with the x-ray tube ς detector system held in a 

fixed position. For these filtration-related air kerma measurements, the IC was positioned as 

close as possible to the detector to increase the distance along the anode-cathode axis which 

corresponds to two different filter points ς x-ray path lengths (figure 1.1). The ratio of the air 

kerma at each point to that at the central point provides the extra attenuation of the filter. For 

each x-ray energy of the polychromatic spectrum (in 1 keV steps), the attenuation is defined at 

each different ray-path and inserted into the code in terms of weighting factors allocated in 

dedicated look up tables. This method has been employed for both bowtie and non-bowtie 

filtrations.  

   

 

Figure 1.1 The IC is positioned against the detector and air 
kerma measurements corresponding to different path lengths 
through the bow-tie filter are obtained 

Each ESM is part of the corresponding scanner-specific input file. The input files also incorporate 

the geometric specifications of each system which are required for accurate projection 

modelling: the source-to-axis of rotation distance (SAD), the size of the field of view (FOV), the x-

ray tube angular intervals, the x-ray beam shape, the total rotation angle and the Beam-ON and 

Beam-OFF angles. The input files also consider whether the acquisition geometry is symmetrical 

or offset. In a symmetrical acquisition geometry, the centre of the in-plane (axial) radiation field 

strikes the centre of the detector (Figure 1.2 left image). In an asymmetrical geometry, the 

detector is offset positioned with respect to the radiation field (figure 1.2 right image) and at 

each projection only half of the FOV is scanned. Normally, offset techniques are carried out under 

full rotation acquisitions such that the entire FOV is irradiated during the rotation, allowing to 

properly reconstruct the images. In the context of the MC framework, the offset geometry is 

defined by the lower bounds of the radiation with respect to the centre of rotation.  
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Figure 1.2 left: Planmeca Promax 3D Max employs a symmetrical beam and a 210° 
rotation (except for the largest FOV). There is also a change in the SAD according to 

the diameter of the FOV. Right: Newtom 5G employs an offset beam and a full 
rotation (except for the smallest FOVs) 

 

Finally, for scanners equipped with tube current modulation (TCM) systems, the input file 

contains the features of the (patient-specific) TCM curve. A TCM scheme is implemented to the 

code in terms of projection-specific weighting factors to the dose integral and are specified by 

the ratio of the mA value at each simulated projection to the average mA value over the entire 

scan.  

The dose tracking part is performed with a history-by-history statistical estimator; each simulated 

particle is tracked until it exits the geometry of interest or reaches the predefined cut-off 

energies, set at 10 keV for photons and 520 keV for electrons (9 keV of kinetic energy). The 

particle transport simulation is carried out with spin effects, electron impact ionization, bound 

Compton scattering, radiative Compton corrections, atomic relaxations and Rayleigh scattering 

all turned on. NRC Bremsstrahlung cross sections and the XCOM photon cross sections were 

employed. Target simulation uncertainty on the dose is set to 99.7% confidence intervals 

(Sempau et al 2001, Walters et al 2012).  

Table 1.1 illustrates the technical specifications of each scanner that participated in the study. 

 

Table 1.1 Technical specifications of dental CBCT scanners in the study 

Scanner 
Operating 
voltage 
(kV) 

Bowtie 
filter 

Rotation 
angle (°) 

TCM 
Cu 
filter 

Offset 
acquisition 

Promax 3D Max 
(Planmeca, FI) 

96 (1) No 210/360 (3) No Yes No (5) 

Accuitomo 170 
(Morita, JP) 

90 (1) Yes 180/360 (4) No No No 

CS 9300  
(Carestream, USA) 

70-90 (2) Yes 200/360 (3) No Yes No 

NewTom 5G  
(QR S.R.L, IT) 

110 No 360 Yes No Yes 

NewTom VGi-evo  
(QR S.R.L, IT) 

110 No 360 Yes No Yes 

(1) The operating voltage can be altered by the user, yet the preset clinical protocols are 
carried out with the tube voltages indicated in the table. (2) Depending on the FOV, the 
operation mode and the size of the patient, the voltage varies from 70-90 kV. (3) In Promax 
3D Max, for every clinical FOV apart from the largest one for skull imaging (23x16 cm² and 
23x26 cm²) the scanner employs a partial rotation (210°); for skull protocols the rotation 
is 360°. In CS9300, the rotation angle is 200° apart from the largest 17x13 cm² FOV. (4) 
Accuitomo 170 provides half and full rotation options for every FOV, yet only FOVs with 
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360° are applied in the clinic. (5) For every clinical FOV, apart from the largest one for skull 
imaging (23x16 cm² and 23x26 cm²), the in-plane radiation field is symmetrical. 
 

 

1.2.2 Monte Carlo framework calibration 
 

In MC simulations the calculated dose value is always proportional to the number of simulation 

histories. To get absolute dose values, the MC framework has to be calibrated, i.e. to get a 

conversion factors that relate the simulated dose values (µGy/# hist.) to real dose values 

(µGy/mAs). To this end, each different protocol-FOV for each scanner had to undergo a 

calibration procedure which was carried out in three steps. For each different FOV, the farmer-

type IC was positioned at the SAD, with the active volume being parallel to the center of rotation 

and with the center of the active volume coinciding with the center of the FOV. An exposure was 

made and the normalized to mAs air kerma ὑ ȟ Ȣ was estimated (µGy/mAs). The farmer-type 

IC had been recently calibrated such that the measured current from the ionization of the air in 

the active volume of the IC provided the dose at a point in the air.   

A voxel model (figure 1.3) of the active volume was designed and the exact acquisition geometry 

of each protocol and FOV, was modelled. The active volume, although not necessary, was 

explicitly simulated, to reduce the simulation time; The graphite cap increases the photon fluence 

in the air volume of the IC and reduces the number of simulated histories required to provide an 

acceptable simulation uncertainty. Simulations were performed at 1° angular projection steps 

with 1*109 histories per projection. The simulated air kerma, ὑ ȟ Ȣ was assessed and 

normalized to the total number of histories (µGy/# hist.).  

Protocol-specific calibration factors were obtained from the ratio of the measured to simulated 

air kerma (equation 1.1). The resulting calibration factors are provided in units of (histories/mAs).  

 

 
Figure 1.3  Cross section of the active volume of the farmer IC voxel 
model 

 

Ὢ  ȟ Ȣ

ȟ Ȣ
   (1.1) 

 

Table 1.2 Calibrated protocol FOVs at each scanner 

Scanner FOV (cm²) (diameter x height) 

Promax 3D Max (Planmeca, FI) 
4.2x4.8, 5x5.5, 8.5x4.8, 8.5x7.5, 8.5x11, 10x5.5, 10x9, 
10x13, 11x5, 11x7.5, 11x11, 11x13, 13x5.5, 13x9, 13x13, 
13x16, 23x16, 23x26  

Accuitomo 170 (Morita, JP) 4x4, 6x6, 8x8, 10x5, 10x10, 14x5, 14x10, 17x12 

CS 9300 (Carestream, USA) 5x5, 8x8, 10x5, 10x10, 17x6, 17x11, 17x13.5  
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NewTom 5G (QR S.R.L, IT) 6x6, 8x8, 12x8, 15x5, 15x12, 18x16 

NewTom VGi-evo (QR S.R.L, IT) 
5x5, 8x5, 8x8, 10x5, 10x10, 12x8, 15x5, 15x12, 16x16, 
24x19 

 

1.2.3 Validation 
 

This section deals with the reliability of the MC code for dose assessment studies. The MC 

framework was validated against dose measurements performed in a water phantom, in a PMMA 

phantom in case of NewTom 5G and against TLD measurements in a pediatric anthropomorphic 

phantom to test its performance when the beam passes through inhomogeneous media.  

 

1.2.3.1 Validation in water and PMMA phantoms 
 

To validate the framework for Promax 3D Max, Accuitomo 170 and CS 9300, a cylindrical hollow 

phantom, 15.2 cm in diameter and 25 cm high with 0.3 cm PMMA wall thickness was filled with 

water. For every protocol FOV of each scanner (table 1.2) the water proof IC which had also been 

used in the calibration procedure, was positioned at seven different locations in the scanned 

volume. Figure 1.4a demonstrates the different positions of the IC in the case of a 10x9 cm² 

protocol in Promax 3D Max (positions A-G). An exposure was made for each different IC position 

and a set of seven dose-in-water measurements, normalized to mAs, were determined for each 

FOV (in mGy/mAs). As the water phantom does not have fixed positions for dose measurements 

(as it is the case in PMMA phantoms), the exact coordinates of the IC were derived from the 

images after exposure. A voxel model of the water phantom was designed and the water voxels 

which lay in the same positions (A-G) were specified for each different case. The MC dose at each 

position was obtained from the dose to these water voxels (mGy/#hist.) and converted to 

mGy/mAs after applying the calibration factor of the corresponding protocol.  

In NewTom 5G the hollow water phantom was not applicable due to the CT-like-orientation of 

the scanner (patient lying on a table). The most reliable method for validating the code was via 

CTDI measurements. The adjusted version of CTDIw to deal with large beam widths, ὅὝὈὍȟ Ȣ 

(IEC, 2009), where dose is divided by the minimum value of the typical pencil IC (10cm) and the 

beam width, was applied. ὅὝὈὍȟ Ȣ was measured for each different protocol with a pencil IC 

(DCT10, RTI Electronics, Molndal, SE) in a standard head CTDI phantom. CTDI-based metrics are 

further discussed in chapter 4. The IC was subsequently voxelized along with the CTDI phantom 

(figure 1.4b and 1.4c) to reproduce the exact geometry and calculate the MC-based CTDI values.  

To validate the framework for NewTom VGi-evo which uses a TCM technique, a cylindrical 

phantom with an elliptical cross section was designed (figure 1.4d), 3D printed and filled with 

water, in order to force the generator of the scanner to induce the current modulation. The 

farmer-type IC was placed again at seven different positions (A-G) within the scanned volume 

and the same validation approach that was followed for every scanner, except for NewTom 5G, 

was implemented. 
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Figure 1.4 a. IC positions in the water phantom, b. cross section of the pencil IC voxel model, c. 
cross section of the standard head CTDI phantom, c. hollow phantom for validating a system 
with TCM 

In all cases, simulations were carried out with 20*106 histories per projection at 1° angular 

interval steps. The validity of the framework for each different case was tested as the percent 

ŘƛŦŦŜǊŜƴŎŜ ό҈ҟύ ōŜǘǿŜŜƴ ǘƘŜ MC-calculated and the measured dose values. Considering the 

measured values as reference ones, the percent difference was calculated based on equation 

1.2. 

 

҈ ҟ ὈέίὩȢ  ὈέίὩȢȾ ὈέίὩȢ (1.2) 

 

1.2.3.2 Validation in anthropomorphic phantoms. 
 

The water and the PMMA phantoms are homogeneous and the x-rays do not pass through 

different materials. To check the MC framework in a more clinically relevant situation, it was 

tested against TLD measurements in an anthropomorphic model. To this end, an 

anthropomorphic 5 years old pediatric phantom (ATOM 705, CIRS, USA) was employed.  

The phantom is sectioned in 25 mm slices along the longitudinal axis providing optimized TLD 

locations specific to 22 inner organs. For the purpose of the study only the head and neck region 

was used. The phantom was initially scanned in a MDCT scanner to get the image dataset that 

would enable its voxelization. The TLDs (TLD-100 chips, LiF:Mg,Ti) (Harshaw Thermo Fisher 

Scientific Inc, Waltham, USA) were calibrated using a 90Sr source, that had been calibrated using 

an ionization chamber with a calibration factor traceable to a Secondary Standard Dosimetry 

Laboratory (SSDL, Gent, Belgium). The total uncertainty associated with the TLDs was 8% (1SD). 

A TLD selection process was performed by exposing them repeatedly under identical exposure 

parameters in a conventional x-ray tube and by discarding those exhibiting a read-out value 

varying more than 3%.  TLDs were loaded in specific locations, namely holes for estimating the 

dose to the brain, the thyroid and the cranium in the Promax 3D Max for a cleft (10 x 5 cm²) and 

for an upper/lower jaw (10 x 9 cm²) protocol (both at 96kV, 75.6 mAs) and in the NewTom VGi-

evo for a standard resolution 8x8 cm² Upper/Lower Jaw protocol (110kV, 17.4 mAs with TCM). 

We also calculated the dose to the eyes by positioning TLDs on the exterior surface of the 

phantom. A couple of unexposed TLDs was used to estimate the background dose. The read out 

was performed by a Harshaw 6600 reader, 24 hours after exposure. The doses to the above-

mentioned organs were calculated as the average value of the TLDs in the corresponding organ-

specific locations.  Subsequently, a voxel model of the ATOM phantom was designed and MC 

simulations were carried out with 20*106 histories per projection at 1° angular interval steps.  

The doses to all the holes were determined and the MC-based organ doses were obtained. The 

҈ ҟ ǿŀǎ ŀƭǎƻ ǳǎŜŘ όŜǉǳŀǘƛƻƴ мΦнύ ǘƻ ŀǎǎŜǎǎ ǘƘŜ ǊŜƭƛŀōƛƭƛǘȅ ƻŦ ǘƘŜ ŎƻŘŜΦ Figure 1.5 shows the exterior 

of the ATOM 5 anthropomorphic phantom, one of its cross sections in the head region and the 

voxelized counterpart.  
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Figure 1.5 The exterior of the ATOM 5 phantom (left), a cross section in the head region 
(middle) and its voxelized counterpart 

 

1.3 Results 
 

Two types of dose meters were used in the study; the farmer (IBA Dosimetry, Schwarzenbruck, 

DE) and the pencil IC (RTI Electronics, Molndal, SE). IBA provides an uncertainty of 2.5% for air 

kerma measurements, and 4.6% for dose in water measurements, while the uncertainty of the 

pencil IC is 3% both for CTDI in air and in PMMA measurements according to RTI. All the above-

mentioned uncertainty values correspond to a 95% confidence interval. The simulation statistical 

uncertainty which is determined by the number of transported histories per projection, has been 

obtained using k=3, denoting a confidence interval of 99.7%. For a number of 109 histories per 

projection in calibration simulations, the Coefficient of Variance (% CV) of the average air-kerma-

in-air simulation was 1.5%. In validation simulations, 20*106 histories were applied per projection 

resulting in an average simulation uncertainty smaller than 2 % in all cases. Therefore, the overall 

uncertainty for dose calculations, including the uncertainty due to the relatively flat energy 

dependence of the chambers in the small energy range of the spectra in the study, was 

considered about 6%. 

Table 1.3 presents the measured HVL values at the operating voltage of each scanner and the 

resulting energy spectra (Figure 1.6) which were obtained via the SPEKTR tool and were used to 

produce the scanner-specific ESMs. The ratios of the output at each measurement point to the 

output at the centre provided the extra attenuation of the filter at each respective directional 

beam angle ˒  through an iterative procedure where the extra filtration relative to the central 

filter thickness that reduces the output to the measured value (as determined from the output 

ratio) was specified. Figure 1.7 presents the relative filter thickness - pathlength of an x-ray 

photon at each directional angle ˒ through the filter, to the central pathlength.  

 

Table 1.3 Measured HVL at the operating voltage of each CBCT scanner 

Scanner kV HVL (mmAl) 

Promax 3D Max (Planmeca, FI) 96 9.05 

Accuitomo 170 (Morita, JP) 90 4.21 

CS 9300 (Carestream, USA) 
80 5.64 

85 5.95 

NewTom 5G (QR S.R.L, IT) 110 4.75 

NewTom VGi-evo (QR S.R.L, IT) 110 8.43 
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Figure 1.6 The energy spectra of the 
scanners in the study at their specific 
operating voltage 

Figure 1.7 The relative filter thickness ς 
pathlength of photons for different x-ray angles 

 

For Promax 3D Max, Accuitomo 170, CS 9300, and NewTom VGi-evo the MC code was validated 

against dose in water measurements at 7 different IC positions (A-G, figure 1.4a) for every 

protocol in table 1.2. TƘŜ ҈ ҟ ōŜǘǿŜŜƴ ƳŜŀǎǳǊŜŘ ŀƴŘ ǎƛƳǳƭŀǘŜŘ dose values was subsequently 

calculated. The validation procedure involved a total of 301 simulations (43 protocols in total, 7 

IC positions). ¢ŀōƭŜ мΦп ǇǊŜǎŜƴǘǎ ǘƘŜ ƳŀȄƛƳǳƳ ҈ ҟ value, the FOV and the position of the IC 

within the FOV ŦƻǊ ǿƘƛŎƘ ǘƘŜ ƳŀȄƛƳǳƳ ҈ ҟ ǿŀǎ ƻōǎŜǊǾŜŘ ŦƻǊ ŜŀŎƘ ǎŎŀƴƴŜǊΦ For NewTom 5G, the 

MC framework was validated via ὅὝὈὍȟ Ȣ. Table 1.5 presents the measured and the 

ǎƛƳǳƭŀǘŜŘ ǾŀƭǳŜǎ ŀƴŘ ǘƘŜƛǊ ҈ ҟΦ Table 1.6 presents the results of the TLD-based validation 

procedure. The TLD and simulated doses to the brain, the eyes, the thyroid and the cranium and 

ǘƘŜƛǊ ҈ ҟ ŀǊŜ ŘƛǎǇƭŀȅŜŘΦ 

 

Table 1.4 aŀȄƛƳǳƳ ǾŀƭƛŘŀǘƛƻƴ ǾŀƭǳŜǎ ƛƴŘƛŎŀǘŜŘ ŀǎ ҈ҟ ŘƛŦŦŜǊŜƴŎŜ ōŜǘǿŜŜƴ ƳŜŀǎǳǊŜŘ ǿƛǘƘ L/ 
and MC calculated values for each scanner and the respective IC position 

Scanner Promax 3D Max Accuitomo 170 CS 9300 NewTom VGi-evo 

FOV (cm²) 13 x 16 14 x 10 17 x 13.5 15 x 12 

IC position D A A D 

Max % ҟ 4.6 -3.1 3.6 -5.9 

 

Table 1.5. Validating NewTom 5G via ὅὝὈὍȟ Ȣ 

FOV (cm²) 
(diameter x height) 

Monte Carlo 
ὅὝὈὍȟ Ȣ 
(mGy/mAs) 

Measured 
ὅὝὈὍȟ Ȣ 
(mGy/mAs) 

% ҟ 

6 x 6 0.123 0.116 5.7 

15 x 5 0.202 0.195 3.5 

15 x 12 0.215 0.212 1.4 

18 x 16 0.225 0.228 -1.3 
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Table 1.6. MC validation against TLD measurements 

Organs 

Promax 3D Max NewTom VGi-evo 

10 x 9 cm² 10 x 5 cm² 8 x 8 cm² 

TLD 
mGy 

MC 
mGy 

҈ ҟ 
TLD 
mGy 

MC 
mGy 

҈ ҟ 
TLD 
mGy 

MC 
mGy 

% ҟ 

Brain 0.52 0.50 -2.6 0.49 0.47 -5.6 0.33 0.31 -6.1 

Eyes 1.82 2.03 12.0 1.67 1.94 16.1 0.99 1.09 10.1 

Thyroid 5.32 5.13 -3.6 5.04 4.87 -3.3 0.78 0.74 -5.1 

Cranium 1.17 1.11 -4.6 1.13 1.09 -4.9 0.89 0.92 3.4 

 
 

1.4 Discussion 
 
In present study, an EGSnrc-based MC framework was customized, calibrated and validated for 

five different scanners. The simulation of the x-ray source is based on ESMs, and hence, the code 

is flexible and easily adjustable to any scanner since only physical measurements are required as 

an input. Protocol-specific calibration factors were produced and validated in homogeneous 

(water/PMMA) and inhomogeneous media (anthropomorphic phantom). The energy spectra 

illustrated in figure 1.6 are totally different from each other, and this is a reason for the wide 

range of doses observed in CBCT imaging. Figure 1.7 displays the total filtration through which x-

rays pass before exposing a patient at each scanner. Most scanners employ flat filters, apart from 

Accuitomo 170 and CS 9300 which have a bow-tie-like, beam-shaping filter. The air kerma 

measurements for the filter description inherently account for the heel effect which is included 

in the weighting factors employed to the code. This is the reason why the filtration curves slightly 

deviate from symmetry along the anode-cathode axis (this can be more easily observed in case 

of Accuitomo 170 and CS 9300 curves, fig 1.7). 

The validation results in homogeneous media are presented in tables 1.5 and 1.6. The maximum 

% ҟ between measured and simulated values was -5.9% in the case of the 15 x 12 cm² FOV in 

NewTom VGi-evo. Negative % ҟ denote higher measured values while positive ones correspond 

to higher simulated ones. Table 1.4 also reveals that the highest % ҟ corresponded to positions 

A and D. Positions A and D were always found close to the edges of the FOV (figure 1.4a). The 

reason why the highest % ҟ were observed in those positions lies in the implementation of the 

ESM to the code. As mentioned, the total filter description was based on air kerma 

measurements along the x-axis (figure 1.1) and hence, the filtration of the x-ray tube was only 

centrally characterized (along the corresponding filter x-axis). All the points of the filter along the 

y-axis passing through a given point in the x-axis (x,yi) were considered to have equal thickness. 

This means that the code does not take into account any slight differences in the path length of 

a photon which crosses the filter centrally versus diagonally at an upward or downward 

trajectory.  

Table 1.6 presents the validation measurements against TLDs in an anthropomorphic 5 years-old 

phantom. The highest % ҟ was observed in the dose to the eyes. This is due to the fact that TLDs 

were positioned externally on the surface of the phantom, while the MC dose was specified in 

the dedicated internal holes. The % ҟ for the rest organs was ranging between -4.6% (cranium)  

and -2.6% (brain) for the 10x9 cm² and between -5.6% (brain) and -3.3% (thyroid) for the 10x5 

cm² FOVs in Promax 3D Max and between -6.1% (brain) and 3.4% (cranium) in NewTom VGi-evo. 

¢ƘŜ ǊŜǇƻǊǘŜŘ ƛƴ ƭƛǘŜǊŀǘǳǊŜ ҈ҟ values between measured and simulated doses range between 1.3 

and 1.8% (Khatonabadi et al 2012) and -4.8 to 2.2% (Li et al. 2011). Long et al (2013) reported 

average differences of 3.5% and 3.9% for the head and body CTDI phantom while Salvadó (2015) 

reported percentage errors within a range of ±8% for a cone beam CT.  
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1.5 Conclusions 
 

An EGSnrc-based MC dosimetry tool was customized for 5 scanners, i.e. for Promax 3D Max 

(Planmeca, FI), Accuitomo 170 (Morita, JP), CS 9300 (Carestream, USA), NewTom 5G (QR S.R.L, 

IT) and NewTom VGi-evo (QR S.R.L, IT). The code takes into account geometric and technical 

specifications of each scanner. It was calibrated to enable absolute dose assessment and 

validated both in homogenous media against IC measurements and in anthropomorphic models 

against TLD measurements. The validation results clarify its reliability for accurate dose 

estimations. 

1.6 APPLICATION 1: Investigating the influence of the elemental composition 

of x-ray tube added filtration on patient dose 
 
It is a common technique in radiography to filter the energy spectrum with added Cu filtration in 

the x-ray tube to reduce the soft, low energy photons which do not contribute to image but 

increase the dose as they are mainly absorbed by the patient. The use of Cu filters, apart from 

reducing the entrance surface dose (ESD) and the skin dose, has been reported to present 

advantages regarding both image quality and cost (Koedooder et al 1986, Shrimpton et al 1988, 

Nicholoson et al 1995, Wandl-Vergesslich 2000). In the dental CBCT market, there are a few CBCT 

scanners which already employ Cu filters. The purpose of the study was twofold: to investigate 

the influence of Cu filtration on patient dose in dental CBCT imaging and to examine whether the 

exact composition of the filtration is required for accurate MC dose calculation.  

 

1.6.1 Methods and Materials 
 
The study was based on a scanner with an existing Cu filtration. Promax 3D Max has an added 

filtration in the tube of 0.5 mm Cu plus 2.5 mm Al which, along with the inherent filtration and 

any other source of filtration, produces an x-ray beam of 9.05 mmAl HVL. From these data, it 

follows that the inherent (and other) filtration is equivalent to 4.04 mmAl. This is the extra 

filtration which is required as a supplement to the nominal added filtration to result in the 

measured HVL value (9.05 mmAl). We designed theoretical ESMs for different filter combinations 

following the procedure in figure 1.8. The equivalent energy spectrum of the ESM was defined 

immediately after the added filtration at point A.  With the use of Spektr tool in Matlab, energy 

spectra for different Cu and Al configurations were designed; 6 spectra for filtrations of 0 mmCu 

+ 2.5 mmAl to 0.5 mmCu + 2.5 mmAl  in 0.1 mmCu steps and 3 spectra from 0 mmCu + 2.5 mmAl 

to 0 mmCu + 10 mmAl in 2.5 mmAl steps. All the energy spectra defined at point A had to pass 

through the initially determined extra 4.04 mmAl.  

 

 

  
Figure 1.8 Producing different energy spectra for different Cu and Al configurations. All 

spectra are defined at point A 
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Each of the above-mentioned spectra has a different HVL value and a different output implying 

that in a clinical case each of them requires a different tube load (mAs) to provide the same 

amount of energy to the detector. A simple experiment via ray tracing was therefore set up to 

specify a compensation factor Cf , which reflects the relative number of photons for each 

spectrum that provides the same amount of energy to the detector. The procedure is displayed 

in figure 1.9: for each spectrum the output Io at the tube exit was calculated with Spektr tool. 

Each spectrum was subsequently directed towards a 15 cm cube of water and the output I1 at 

the at the exit level of the beam was determined. The output at this level (Part IV, figure 1.9) 

serves also as an input to the detector. For a given required dose to the detector Ὀ , the 

compensation factor is given by the following equation 1.3: 

 

ὅ Ὀ ȾὍ ᶻὍ Ὅϳ   (eq. 1.3) 

 

The first ratio Ὀ ȾὍ  specifies the number of photons for each beam, required to provide a 

certain amount of dose Ὀ  to the detector. The second ratio Ὅ Ὅϳ  is to estimate the number 

of required photons back at the x-ray tube level for the given absorption of the phantom.Each ὅ 

(of each spectrum) was normalized to the ὅ of the basic spectrum (0.5 mmCu + 2.5 mmAl), i.e. 

the ὅ of the basic spectrum was considered to be equal to one. 

 

 
Figure 1.9. Experimental set up to determine the compensation factors Cf 

 

Each energy spectrum was directed towards the anthropomorphic adult male Zubal voxel model 

(Zubal et al 1994) and organ doses were calculated for a typical 13 x 9 cm² upper-lower jaw 

protocol (figure 1.10). We only used the 56 slices of the model which correspond to the head and 

neck region. The in-plane number of voxels is 512 x 512 with a resolution of 0.5 mm while the 

longitudinal resolution is 5mm. As the thyroid was not segmented, we further designed two 

ellipsoids along the trachea to enable thyroidal dose estimations. Tissue compositions and 

densities were obtained from ICRP 2009. 

To compensate for the different mAs which are required such that each spectrum delivers the 

same amount of energy to the detector, the MC calculated doses were multiplied by the 

spectrum-specific compensation factor ὅ (eq 1.4): 

Organ dose = MC dose *ὅ (eq. 1.4) 

A number of 107 histories per projection at 1° angular steps were simulated with the same 

physics-related simulation parameters mentioned in 1.2.1; since it was not feasible to calibrate 

the framework for each spectrum, i.e. to obtain calibration factors Ὢ  as that would require 

access and intervention to the x-ray tube to alter the filtration, only the MC calculated organ dose 

values for a total number of 2.1*109 are presented.  
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Figure 1.10 The anthropomorphic Zubal adult male voxel model and 

the FOV position in the head 

 

1.6.2 Results 
 
Table 1.7 presents the different filter configurations, their HVL values and the respective 

compensation factors.  

 

Table 1.7 Filter combinations that were used in the study, their HVL and ὅ 

compensation factors 

Filtration Spectrum  
number # (ID) 

HVL (mmAl)  
at 96 kV 

ὅ 

0 mmCu + 2.5 mmAl + 4.04 mmAl Spec 1 6.10 1.43 
0.1 mmCu + 2.5 mmAl + 4.04 mmAl Spec 2 7.03 1.26 
0.2 mmCu + 2.5 mmAl + 4.04 mmAl Spec 3 7.72 1.16 
0.3 mmCu + 2.5 mmAl + 4.04 mmAl Spec 4 8.24 1.09 
0.4 mmCu + 2.5 mmAl + 4.04 mmAl Spec 5 8.67 1.04 
0.5 mmCu + 2.5 mmAl + 4.04 mmAl Spec 6 9.05 1.00 
0 mmCu + 5 mmAl + 4.04 mmAl Spec 7 6.76 1.33 
0 mmCu + 7.5 mmAl + 4.04 mmAl Spec 8 7.29 1.22 
0 mmCu + 10 mmAl + 4.04 mmAl Spec 9 7.75 1.16 

 

Figure 1.11 presents the results of the study. Organ doses were assessed for skin, eye lenses, 

salivary glands, thyroid, brain, oral mucosa, oesophagus, extra thoracic tissue (ET) and muscles. 

The graphs present the simulated dose values versus the HVL of the beam. The points in blue 

correspond to non-Cu filtrations (Spec 1, 7, 8 and 9) whereas the red ones denote Cu-filtrated 

spectra (Spec 2, 3, 4, 5 and 6). 
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Figure 1.11 MC calculated organ doses for different filter combinations 

 

1.6.3 Discussion and Conclusions 
 

In present study the influence of Cu filtration in the x-ray beam was investigated. Organ doses 

were calculated by directing each beam towards the Zubal anthropomorphic voxel model for a 

13x9 cm² FOV. Figure 1.11 shows that there is a clear decrease in the dose to the skin as the HVL 

increases. The lowest skin dose is observed for the highest HVL beam (Spec 6) which is the real 

one employed by Planmeca in the Promax 3D Max (0.5 mmCu + 2.5 mmAl). Salivary glands, oral 

mucosa, ET, oesophagus and muscles follow the same dose pattern. Comparing the highest HVL 

beam (Spec 6, 0.5 mmCu + 2.5 mmAl) to the lowest one (Spec 1, 0 mmCu + 2.5 mmAl), there is a 

26% dose reduction to skin, 71% dose reduction to salivary glands, a 145% dose reduction to oral 

mucosa, a 20 % dose decrease in the dose to muscles and a 5% drop for the dose to ET and 

oesophagus. On the contrary, there is an increasing dose trend with HVL for the thyroid, brain 

and the lenses of the eye. Comparing again Spec 6 to Spec 1, there is a 14% increase in the dose 

to thyroid, a 10% to brain and 6% to eye lenses.  

It shall be noted that the impressive dose reduction to oral mucosa can be attributed to the voxel 

model itself rather than to the influence of the filtration. This is due to the fact that oral mucosa, 

which should have been the mucous outline of the entire mouth cavity, was considered to be a 

layer adjacent to teeth (figure 1.12). In such a segmentation, oral mucosa surrounds a very high 

attenuating region (teeth), is very influenced by the stopping power of the teeth, and when the 

beam has a larger low energy content (Spec 1 vs Spec 6) the dose to oral mucosa increases 

considerably. 

 

 

Figure 1.12 The grey region surrounding teeth is considered as oral 
mucosa in the Zubal phantom 

As the beam filtration (and the HVL) increases, the mean energy of the beam also increases and 

the x-ray photons become more penetrating. This has a double influence on the dose. For those 

organ-tissues which are in the primary radiation field there is a dose reduction (skin, salivary 

glands, muscles, oral mucosa, ET and oesophagus) as a higher number of photons escape without 

being absorbed, and therefore deposit a lower amount of energy in the tissue, and a larger 

amount of photons reach the detector. The organs which are outside the primary field (eye 

Oral mucosa 
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lenses, thyroid and brain) are only exposed to scatter. The higher energy beams produce more 

scatter and therefore the dose to these organs increases with HVL. However, the high decrease 

in the dose to the organs in the primary field counteracts the slight increase to those organs 

outside the radiation field.  

In conclusion, Cu filtration is beneficial for the dose to the patient. The exact composition of the 

added x-ray tube filtration is required for accurate MC dose simulations.  

1.7 APPLICATION 2: Investigating the impact of the shape of x-ray tube 

added filtration on patient dose 
 

Beam shaping filters, i.e. the so-called bowtie filters, are widely applied in MDCT imaging to 

modify the spatial distribution of the emitted x-rays. While the exact morphology is proprietary 

information, the filter has a thickness that increases towards the edges (figure 1.1). As a result, 

bowtie filters modulate the axial beam profile by increasing the photon fluence at the centre and 

reducing the beam intensity towards the periphery; this is to compensate for the higher central 

absorption of the beam at the centre of the object or patient (longer path length) compared to 

the periphery. By means of the bowtie filter a more uniform photon fluence, with unchanged 

local contrasts, is obtained at the detector (Tack and Gevenois 2007, Buzug 2008).  This allows to 

cope with the limited dynamic range of the detector, or, in other words, the detector can be 

tuned for a smaller dose level range. Furthermore, bowtie filters provide a more uniform 

spectrum to the detector which enables a better calibration of the resultant Hounsfield Units. In 

dental CBCT imaging, bowtie filters are also being introduced by vendors. The presented axial 

beam profiles (figure 1.7) testify that Accuitomo 170 and CS 9300 employ such beam shaping 

filters. The purpose of this study was to evaluate the influence of such filters on radiation dose 

and to check whether detailed data of the filter thickness is required for accurate MC dose 

assessment studies.  

 

 

1.7.1 Methods and Materials 
 

This study was performed with data of the Accuitomo 170 scanner. According to its ESM 

assessment (described in section 1.3), the central thickness of the total-beam shaping filter was 

found to be 2.5 mmAl, which along with the inherent filtration produces an x-ray beam of 4.21 

mmAl HVL at 90kV (table 1.3). The ESM that served as an input to the MC code was characterized 

by producing an equivalent energy spectrum that has been filtered by a 2mmAl beam and that 

has to pass next through an extra bow tie filter with a central thickness of 0.5 mm and with 

increasing thickness towards the edges as the air kerma measurements for the filter description 

indicated (figure 1.13). As the beam crosses the bowtie shaped part (part B) of the filter, the axial 

attenuating profile becomes that of figure 1.7.  

To compare bow-tie vs flat filtration, a theoretical flat filter, 0.5 mm thick, was designed to 

replace the bowtie part (B). The equivalent spectrum had to pass through the designed flat filter 

before exposing a patient. The path length through the designed flat filter for different photon 

angles ̒ i was calculated based on a simple mathematical equation (eq 1.5): 

 

ὼάά πȢυȾÃÏÓ‬ (eq. 1.5) 

 

For each path length (in ‬ ρϲ angular steps), the absorption for each photon energy of the 

equivalent energy spectrum was calculated. The mathematical formula (eq. 1.5) is not capable of 

taking heel effect into account. The deviation from symmetry, which is due to heel effect that is 
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present regardless of the filter shape, was calculated for the path length curve of Accuitomo 170 

(fig 1.7). Therefore, at each path length ὼ an extra contribution, equal to the deviation from 

symmetry in fig 1.7, was added to compensate for the heel effect. The x-ray absorption through 

the flat filter (plus the heel effect contribution) for each photon energy of the equivalent 

spectrum was calculated and employed to the code via weighting factors. In both cases, the 

central thickness of the filter is equal and so is the HVL of the two beams. As the calibration 

measurements take place centrally (chapter 1.2.2) the calibration factor for the bow-tie and the 

flat filter case would be identical.  

 

 

Figure 1.13 left image: The equivalent source model is established after a 2 mmAl flat filter and 
passes through a bowtie of 0.5 cm central thickness ς real case scenario. Middle: Instead of 
passing through the bowtie, the beam passes through a theoretical 0.5 cm flat filter ς theoretical 
scenario. Right: For each x-ray angle ‬, the ray path xi through the flattening filter is calculated. 

 

Both ESMs were directed towards the standard female anthropomorphic voxel model (ICRP, 

2009) and organ doses were calculated for a typical 10x10 cm², standard resolution (90 kV, 5 mA, 

17.5 sec) full rotation upper-lower jaw protocol. Only 59 out of 346 slices of the voxel model, 

from slightly below the neck region up to the crown of the head, were used in the study. The in-

plane resolution of the voxel model was 1.775 mm while the z-axis resolution was 4.84 mm. A 

total 3.6*109 histories were simulated for a full rotation acquisition in 1° angular intervals under 

the same physics-related simulation parameters as those mentioned in 1.2.1. 

 

1.7.2 Results 
 

Table 1.8 summarizes the results of the study, in terms of absorbed doses to radiosensitive 

organs. The average statistical simulation uncertainty in terms of % CV for the number of 

simulation histories was less than 0.1%.  

 

Table 1.8 Organ dose comparison between bowtie and flat filtration 

Organs 
Flat filter Bowtie filter 

% decrease 
Absorbed organ doses (µGy) 

ET 5002 4146 -17% 
Oral mucosa 7067 6326 -10% 
Brain 189 167 -11% 
Eye lens 542 460 -15% 
Lungs 3.2 2.8 -12% 
Lymphatic nodes 283 237 -16% 
Muscles 116 97 -16% 
Oesophagus 298 249 -16% 
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Salivary glands 5075 4206 -17% 
Skin 158 126 -21% 
Thymus 20 17 -12% 
Thyroid 566 492 -13% 
RBM  128 109 -15% 
Bone Surface 594 505 -15% 

 

1.7.3 Discussion and Conclusions 
 
In this study the influence of a beam shaping filtration on organ doses was examined. The 

investigated exam was a typical 10x10 cm² standard resolution protocol for an adult female 

patient undertaken in Accuitomo 170 with and without bowtie filtration. The analysis showed 

that the use of bowtie filtration reduces the dose to all radiosensitive organs by 15% on average 

(maximum decrease 21% for skin dose, minimum 10%  for oral mucosa). As expected, the skin 

was the tissue which benefits most from the bowtie as the reduced photon fluence towards the 

edges of the axial FOV (diameter) results in less skin exposure at each projection. The lowest 

decrease in the dose to oral mucosa can be attributed to the fact that oral mucosa is centrally 

positioned in the FOV, and therefore the influence of the bowtie is not as pronounced as it is 

towards the edges of the axial FOV. Present study is in line with another study investigating the 

influence of bowtie in a Scanora 3D system (Soredex, FI): dose reductions with bowtie were 

reported (compared to a flat filter) which from 8.7% at the centre to 53.8% at the periphery of a 

16cm cylindrical water phantom (Zhang et al 2013b). These organ dose reductions indicate that 

detailed simulation of bowtie filtration is required for accurate dose calculations.  

1.8 APPLICATION 3: Investigating the impact of Tube Current Modulation on 

patient dose in dental CBCT scanners 
 
When the use of MDCT scanners rapidly increased in the beginning of this century, there was an 

unquestionable need to optimize the exposures. To this end, CT manufacturers gradually began 

to equip their scanners with systems that were able to adjust the exposure factors according to 

the attenuation characteristics of the patient and the scanning volume. These so-called Tube 

Current Modulation (TCM) or Automatic Exposure Control (AEC) systems adjust the tube current 

either along the z-axis of the patient (longitudinal TCM), or at each projection (x-y or angular or 

rotational TCM), or they simultaneously combine both mA adaptation methods (3D TCM) 

(McCollough et al 2006). The TCM systems are based on different specification criteria; some 

manufacturers aim to provide uniform noise across the scanning volume whereas some others 

aim to provide lower noise for smaller patients (Li et al 2014). TCMs were mainly employed in 

body scans, yet recently, their use has been extended to head acquisitions (AAPM  2015, 2016).  

Contrary to MDCTs where most of the state-of-the art scanners are nowadays equipped with 

TCM systems, in dental CBCTs this technology has not been widely employed yet. In most cases, 

the tube current is fixed during rotation and the mAs are predefined for each operation mode; 

higher resolution mode acquisitions are carried out with higher x-ray tube load. In dental CBCT 

scanners the paired x-ray tube ς detector systems perform one rotation around the head of a 

patient, apart from large field of view (FOV) imaging, i.e. full head CBCT protocols, where some 

systems carry out two consecutive rotations and use a stitching technique to image the entire 

scanning volume. Therefore, the appropriate type of a modulation system dedicated for CBCT 

scanners would be a rotational TCM. Most rotational TCM systems in MDCTs nowadays are 

attenuation-based, requiring on-line feedback for the attenuation properties of the scanning 

volume to modulate the current accordingly. This approach requires fast electronic circuits and 
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powerful generators which are not available in most CBCT scanners. However, as it was the case 

in the first rotational TCM approach in GE scanners (General Electric (GE) Healthcare 

Technologies, Waukesha, WI), i.e. the Smart Scan, the current modulation could be pre-

programmed, following a predetermined mathematical function during rotation (McCollough et 

al 2006). Such a pre-programmed approach is not purely patient-specific and attenuation-based, 

yet it does not require sophisticated electronic circuits and is more easily implemented in systems 

with lower generator capacities. Two review articles by Pauwels et al (2015b) and Kiljunen et al 

(2015) reported that there was no CBCT scanner equipped with a TCM system at the time of the 

publication. Meanwhile, TCM systems gradually began to be employed in dental CBCT scanners. 

NewTom VGi-evo introduced the Safe Beam technology as an approach to modulate the current. 

Every exposure in this scanner is carried out under a preprogrammed TCM scheme.  

A MC study based on the TCM scheme of NewTom VGi-evo was conducted with a threefold aim: 

(1) ǘƻ ŀǎǎŜǎǎ ǘƘŜ ƛƴŦƭǳŜƴŎŜ ƻŦ ǘƘŜ ǇǊŜǇǊƻƎǊŀƳƳŜŘ ¢/a όΨ{ŀŦŜōeŀƳΩύ ƻƴ ƻǊƎŀƴ ŘƻǎŜǎΤ (2) to 

ŎƻƳǇŀǊŜ Ψ{ŀŦŜōŜaƳΩ ǿƛǘƘ ŀ ǘƘŜƻǊŜǘƛŎŀƭ ŀǘǘŜƴǳŀǘƛƻƴ-based TCM scheme; (3) to investigate 

whether reliable MC dose calculations can still be carried out when data regarding the TCM 

scheme, which is considered proprietary, is not available.  

 

1.8.1 Methods and Materials 
 

NewTom VGi-evo has the typical dental CBCT orientation, i.e. the patient is sitting on a chair 

during the exposure. Every protocol is carried out at 110 kV with the x-ray tube-detector system 

performing one full rotation around its centre of rotation. Like any scanner equipped with TCM 

systems, the modulation curve is based on pre-scan projection radiographs. In the case of 

NewTom VGi-evo, an anterior-posterior AP prescan acquisition, where the beam crosses the 

most attenuating part of the head, and a lateral (LAT) one, through the least attenuating volume, 

are carried out. These two radiographs define a maximum mA value for the AP projection and a 

minimum mA for the LAT one (figure 1.14). Subsequently, a mathematical formula takes into 

account these two mA values and predefines the mA value at each projection. The mathematical 

formula is considered proprietary data and no details are available. However, for the purpose of 

this study, the manufacturer provided the mA values per projection for the protocols under 

investigation.  

 

 

 
Figure 1.14 The mA per projection changes from a maximum AP mA to a 

minimum LAT mA value, based on a mathematical formula (proprietary data of 
QR S.R.L., Verona, IT) 
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1.8.1.1 Study I. TCM vs fixed current acquisitions 
 

To investigate the impact of TCM on organ doses, a comparison study between TCM-driven 

protocols and fixed current (mA) acquisitions was carried out. Five pediatric patients that had 

already been scanned in NewTom VGi-evo with TCM were extracted from the PACS database of 

the hospital. The acquisition parameters are displayed in table 1.9. 

 

Table 1.9 Acquisition parameters of the 5 patients participated in the NewTom VGi-evo TCM 
evaluation study 

Patient 
# 

Age 
FOV 
(cm²) 

Clinical 
indication 

Mode*  
I LAT 
(mA) 

I AP 
(mA) 

Exposure 
time (sec) 

Total 
mAs 

1 7 8x5 Cleft 
palate 

Standard 3 9 1.8 9.3 

2 7 5x5 Upper 
Incisors 

High Res 5 10 4.3 31.6 

3 8 5x5 Upper 
Incisors 

Standard 3 12 1.8 11.8 

4 12 10x5 Cleft 
palate 

Standard 4 13 1.8 15.4 

5 12 16x16 face Standard 3 6 1.8 8.1 

*All exposures are performed at 110 kV 

 

As NewTom VGi-evo does not operate in a fixed-current mode, it was considered that the most 

attenuating AP projection of the prescan radiograph would define the required mA that results 

in an acceptable, noise-free image quality. In other words, in real case TCM protocols, the current 

at each projection modulates between I LAT (min mA) and I AP (max mA), while in a fixed-mA 

protocol, the current would always be equal to I AP. The current is delivered in a pulsed mode 

with pulse time being equal to the total exposure time divided by 360 pulses per rotations. 

Therefore, for TCM protocols, the total mAs per rotation is given by equation 1.6  

 

άὃίȟ  В άὃ   ίz   (eq. 1.6) 

 

where Ὥ refers to each projection, άὃ  to the current at each projection and ίto the pulse 

time.  

For fixed current acquisitions, the total mAs per rotation is given by eq. 1.7 

 

άὃίȟ  Ὅ άὃ ὸzέὸὥὰ ὩὼὴέίόὶὩ ὸὭάὩ ίὩὧ  (eq. 1.7) 

 

In this study, we used total exposure time as provided in table 1.9.  Table 1.10 presents the 

total mAs for TCM-based and fixed mA acquisitions. 

 

Table 1.10 X-ray tube exposure parameters for TCM and fixed current acquisitions 

Patient # ITCM (mA) άὃίȟ  Ifixed (mA) άὃίȟ  

1 3-9 9.3 9 16.2 
2 5-10 31.6 10 43 
3 3-12 11.8 12 21.6 
4 4-13 15.4 13 23.4 
5 3-6 8.1 6 10.8 
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For the purpose of this study, three voxel models of 7 (Guozhi), 8 (Peter) and 12 years old (Mike) 

were designed (figure 1.15). More details on the voxelization procedure, the specifications of 

each model, the segmented organs and the full voxel model database are provided in the 

following chapter 2.  

 

   

Figure 1.15 Guozhi, Peter and Mike voxel models 

 

1.8.1.2 Study II. Are dose calculations reliable if the TCM is not simulated? 
 

As already mentioned, the mathematical formula which provides άὃ is proprietary data, and 

it was only for the purpose of this study that data became available. Therefore, it was necessary 

to investigate whether MC dose calculations can still be reliable without any data on the 

modulation curve.  

In the DICOM header of each protocol, the total mAs after exposure is recorded. This is the 

άὃίȟ  that equation 1.6 provides, yet without any info on the current modulation  άὃ . 

The total mAs per rotation was included in the last column of table 1.9. Present study runs MC 

calculations for (1) a fully characterized TCM curve and for (2) fixed tube current, and compares 

organ doses for the same x-ray tube load (mAs). In the previous paragraph, the fixed protocol 

uses the maximal mA, in order to study the dose reduction potential of TCM. Here we compare 

to the full information to using the averaged TCM curve, to investigate the necessity of having all 

TCM input.  

 

1.8ΦмΦо {ǘǳŘȅ LLLΦ tǊŜǇǊƻƎǊŀƳƳŜŘ ¢/a όΨ{ŀŦŜōŜŀƳΩύ Ǿǎ ŀǘǘŜƴǳŀǘƛƻƴ-based 

TCM 
 

In this third study we investigated the case of a 12 years old male patient who underwent an 8x8 

cm² (diameter x height of the cylindrical FOV) upper/lower jaw protocol, a 5x5 cm² lower 

premolar and a 5x5cm² upper premolar acquisition. The centre of the FOV in the 8x8cm² protocol 

is longitudinally positioned between the upper and the lower and axially around the centre of 

the mouth cavity and hence along the midline of the head. On the other hand, in 5x5 cm² 

acquisitions, the centre of the FOV is axially offset to the midline, i.e. around the premolars 

(figure 1.16). This asymmetrical position may influence the operation of the TCM, especially in 

preprogrammed TCM systems. Based on the two prescan-defined AP and LAT mA values which 

are illustrated in table 1.11, the x-ray tube current values at each projection were calculated 

based on the proprietary preprogrammed mathematical formula which was provided by the 

manufacturer.  
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Figure 1.16 The FOV position in the mouth cavity for the three investigated FOVs. The 

dashed line indicates the central slice of the scanning volume 

 

Table 1.11 Protocol exposure factors 

Protocol 
8x8 cm² 

 (upper / lower jaw) 
5x5 cm² 

 (lower premolar) 

5x5 cm² 
 (upper 

premolar) 

Operation mode*  Normal / Regular High Resolution Normal / Regular 

AP mA 7.5 13 5.6 

LAT mA 3.7 6 3 

Total scan 
time/rotation 

1.8 4.32 1.8 

Total mAs/rotation 9.76 41.34 7.71 

*All exposures are performed at 110 kV 

 

¢ƘŜ Ψ{ŀŦŜōŜŀƳΩ ¢/a ǇǊƻƎǊŀƳ ǘƘŀǘ bŜǿ¢ƻƳ ±Dƛ-evo employs is not a fully patient-specific 

modulation technique. The extreme mA values may be specified according to individual patient 

anatomic details as they are based on the AP and LAT prescan acquisitions, yet the TCM scheme 

itself is based on a preprogrammed mathematical formula which is fixed. A fully patient-specific 

modulation curve would modulate the current according to the attenuation that the x-ray beam 

undergoes at each projection, i.e. attenuation-based modulation curve.  

Keat (2005) showed in a previous study that in MDCT scanners the logarithm of the tube current 

(mA) increases linearly with phantom diameter. Based on this result, Li et al (2014) developed 

theoretical TCM schemes in different modulation strengths for thorax and abdomen-pelvis CT 

exposures for a female cardiac-torso (XCAT) phantom to investigate their impact on patient dose. 

We adopted the same methodology to assess attenuation-based TCM schemes for the three 

investigated protocols and we subsequently employed each theoretical attenuation-based 

scheme in the NewTom VGi-evo scanner.  

In the case of a CT scanner the effective mAs (mAs/pitch) at each projection angle  ̒is given by 

the following equation  

ὩὪὪ άὃί  ὩὪὪ άὃί      (eq. 1.7) 

where A̒  is the attenuation of the beam at each projection-gantry angle ̒, Aref is a reference 

attenuation, mAsref is the corresponding reference exposure value and  h indicates the 

modulation strength. Since in dental CBCTs the scanner performs only one rotation, we 

reformatted the previous equation to     
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άὃ  άὃ    (eq. 1.8) 

as the pitch is an irrelevant term for dental CBCT exposures and the pulse time at each projection 

is constant. In eq. 1.8 άὃ corresponds to the x-ray tube current at each projection and  άὃ  

to the current for a reference attenuation. A modulation strength of  h = 0  implies no modulation, 

i.e. the mA per projection is fixed. When the modulation strength is equal to h  = 1, the noise is 

constant in all projection whereas h = 0.5 has been shown to provide the minimum noise at a 

given dose level (Gies et al 1999, Li et al 2014). 

The attenuation values in equation 1.8 ǿŜǊŜ ŎŀƭŎǳƭŀǘŜŘ Ǿƛŀ ǊŀȅǘǊŀŎƛƴƎ ǳǎƛƴƎ ǘƘŜ ΨŦŀƴōŜŀƳΩ 

function in Matlab (version 7.12.0.635, R2011a, MathWorks Inc). This function considers the 

central pixel of the DICOM image as the centre of rotation. However, in our case the centre of 

rotation should coincide with the anatomy of interest, i.e. the centre of the mouth cavity for the 

8x8cm² protocol, the upper premolar tooth for the 5x5 cm² upper premolar protocol and the 

lower premolar tooth for the 5x5 cm² lower premolar protocol. The central slices which 

corresponded to the centre of the FOV along the longitudinal z-axis were extracted and were 

further processed (dashed lines in figure 1.16) such that their central pixel coincides with the 

anatomy of interest. It shall be noted that the DICOM images that were used for raytracing were 

the ones which were used to voxelize the models, i.e. head and neck MDCT images (further 

discussion in chapter 2).  

Figure 1.17 illustrates the processing of the central image in the case of the 8x8 cm² protocol. 

The 512x512 pixel dimensions of the original images were not sufficient to reposition the head. 

Therefore, we first converted each image from 512x512 to 1024x1024 pixels (figure 1.17, middle 

image) and we subsequently applied geometric, axial translation corrections to bring the centre 

of the clinical volume at the centre of the image (figure 1.17, right image). 

 

 

 

 
Figure 1.17. Point A corresponds to the central pixel; on the left the initial central 512 x 

512 central image is shown; in the middle, the same image is illustrated after having 
been converted to 1024x1024; geometric offset corrections were applied to get the 

centre of the mouth cavity at the centre of the image (right image) 

 

To calculate the attenuation per projection via raytracing we created a linear attenuation 

coefficient (µ) map of each central CT slice by converting the Hounsfield Units (HU) of each voxel 

to µ values, based on the HU definition formula and the µw and µair values for the Newtom VGI-

evo energy spectrum. The raytracing was carried out for 360 projections in 1° steps. We only 

tracked the central 12 rays of the raytracing at each projection which form a radiation beam of 

1.5x1.5 mm² (vertical x axial) at the centre of the detector. The vertical dimension of the beam 

(1.5 mm) is deduced by applying the geometric magnification factor of the scanner to the 1mm 

thick central image, while the transverse one is extracted by multiplying the number of the 
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tracked rays (12) with the detector pixel size. The average attenuation of the 12 rays per 

projection was calculated to specify the ὃ  values in equation 3.  

The reference attenuation ὃ  and the associated άὃ  which are required to calculate the 

άὃ at each projection were obtained for each case from the respective AP prescan exposure 

conditions (table 1). The reason why we considered the AP projection as the reference one is that 

the AP exposure determines the maximum mA value of the preprogrammed modulation scheme 

in NewTom VGi-evo scanner. The beam crosses the most attenuating projection and hence, it 

defines the noise level in the final image. This means that in the absence of a TCM scheme, the 

AP mA value would have been the one that would provide the desired noise level in the final 

image.  

We designed theoretical attenuation-based modulation curves for each investigated protocol for 

modulation strength values from h = 0 to h  = 1, in 0.25 modulation strength steps. To ensure that 

the system is capable of managing the variations in the mA values between successive 

projections, we fitted a Savitzky-Golay filter to each modulation curve before implementing them 

to our framework. In such a way, any abrupt changes in the mA modulation curve were smoothed 

out. 

²ƘƛƭŜ ǘƘŜ ǘƻǘŀƭ Ƴ!ǎ ŦƻǊ ŜŀŎƘ ǇǊƻǘƻŎƻƭΣ ŦƻǊ ǘƘŜ Ψ{ŀŦŜōŜŀƳΩ ¢/a ǘŜŎƘƴƛǉǳŜ is recorded in the 

DICOM header after exposure (also based on eq. 1.6, table 1.11), the total mAs for the theoretical 

attenuation-based protocols is calculated via the following equation 1.9: 

 

άὃίȟ ȟ  В άὃ   ίz   (eq 1.9) 

 

where i corresponds to each projection, άὃ is the derived from the equation 1.8 attenuation-

based current per projection and ί the pulse time.  

In all studies each TCM was applied in terms of weighting factors to the dose integral of each 

simulated projection. Each modulation scheme was simulated with 5 million histories per 

projection, corresponding to a total number of 1.8 billion histories for the 360 simulated 

projections in 1° steps under the same physics-related simulation parameters as those 

mentioned in 1.2.1. This number of simulation histories provided very low Coefficient of Variance 

values (%) in organ dose calculations, resulting in estimated dose uncertainties less than 0.1% for 

every simulated organ. 

 

1.8.2 Results 

1.8.2.1 Results of Study I. TCM vs fixed current acquisitions 
 

In table 1.12 absorbed organ doses (µGy) for TCM and fixed current acquisitions are presented 

for each patient in the study.  

 

 

Table 1.12 Calculated absorbed organ dose values (TCM vs fixed, study 1) 

Organ 

Patient # 1 Patient # 2 Patient # 3 Patient # 4 Patient # 5 

TCM fixed TCM fixed TCM fixed TCM fixed TCM fixed 

Absorbed organ doses (µGy) 

Brain 145 226 155 185 53 85 172 269 1386 2390 

Skin 62 108 117 155 42 76 65 110 168 275 

Oesoph
agus 

47 80 67 75 28 39 35 52 66 107 
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Eye 
lens 

161 283 350 488 95 177 172 337 2647 3728 

Muscle 47 80 75 90 34 53 42 61 105 138 

ET 581 1019 662 727 225 344 259 383 1009 1507 

Thyroid 71 119 292 324 90 140 36 51 96 137 

Salivary  
glands 

1472 2793 1654 2132 531 934 1503 3011 2466 5170 

Oral 
mucosa 

2169 3792 5040 6915 1551 2846 2016 3944 1813 2765 

RBM 50 82 106 130 35 61 59 107 116 233 

Bone 
surface 

233 382 508 620 165 286 275 500 540 1082 

Lymph 
nodes 

66 120 197 242 54 87 87 130 189 245 

% 
organ 
dose 
decreas
e with 
TCM 
(Averag
e all 
organs) 

-41.7% -18.3% -39.6% -39.5% -37.1% 

 

1.8.2.2 Results of Study II. Are dose calculations reliable if the TCM is not 

simulated? 
 

Table 1.13 presents the results of the second study where absorbed organ doses, obtained with 

TCM acquisitions, are compared to those obtained with fixed current exposures under the same 

tube load (mAs).  

 

 
Table 1.13 Calculated absorbed organ dose values (TCM vs fixed, study 2) 

Organ 

Patient # 1 Patient # 2 Patient # 3 Patient # 4 Patient # 5 

TCM fixed TCM fixed TCM fixed TCM fixed TCM fixed 

Absorbed organ doses (µGy) 

Brain 145 132 155 142 53 48 172 165 1386 1395 

Skin 62 63 117 120 42 43 65 64 168 167 

Oesoph
agus 

47 47 67 59 28 22 35 33 66 66 

Eye lens 161 163 350 376 95 100 172 174 2647 2657 

Muscle 47 46 75 70 34 31 42 39 105 107 

ET 581 591 662 562 225 194 259 270 1009 1019 

Thyroid 71 71 292 253 90 80 36 35 96 96 

Salivary  
glands 

1472 1617 1654 1645 531 529 1503 1563 2466 2490 

Oral 
mucosa 

2169 2197 5040 5333 1551 1611 2016 2071 1813 1821 

RBM 50 48 106 100 35 34 59 53 116 116 

Bone 
surface 

233 246 508 481 165 148 275 281 540 543 

Lymph 
nodes 

66 62 197 187 54 53 87 78 189 188 

% organ 
dose 

0.2% 5.4% 6.8% 2.6% -0.4% 



45 

 

change 
(Averag
e all 
organs) 

 

1.8ΦнΦо wŜǎǳƭǘǎ ƻŦ {ǘǳŘȅ LLLΦ tǊŜǇǊƻƎǊŀƳƳŜŘ ¢/a όΨ{ŀŦŜōŜŀƳΩύ Ǿǎ ŀǘǘŜƴǳŀǘƛƻƴ-

based TCM 
 

Figure 1.18 illustrates the attenuation profiles of the patient for the investigated protocols as 

calculated with the raytracing. The x-axis represents the projection angle with 0° corresponding 

to the AP projection and 90° to the lateral one. The y-axis represents the raytracing-based 

calculated attenuation ὃ  values per projection. Table 1.14 demonstrates the reference ὃ and 

άὃ  values. It is important to mention that the high άὃ  value of the lower premolar 

protocol is due to the fact that the scan was carried out in high resolution mode compared to the 

other two protocols which were Normal resolution ones. The attenuation values in figure 1.18 

and the reference values in table 1.14 were used to calculate the TCM schemes based on 

equation 1.8. Figure 1.19 illustrates the smoothed TCM schemes for each FOV.  

 
Figure 1.18. Attenuation profile of the patient for the three different FOV - 

protocols 

 

Table 1.14. Attenuation and x-ray tube current reference values 

Protocol ὃ  άὃ  

8x8 cm² 40.8 7.5 

5x5 cm² / lower premolar 46.9 13 

5x5 cm² / upper premolar 64.9 5.6 
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Figure 1.19. TCM schemes (άὃ vs projection angle) or the 8x8 cm² protocol for 

different modulation strengths 

 

Based on the above  άὃ values per projection and per modulation strength, each TCM curve 

was designed and employed to the code in terms of weighting factors, and organ doses were 

calculated for a total  άὃίȟ ȟ  value for each case (eq. 1.9). The άὃίȟ ȟ  for each 

protocol and modulation strength are presented in table 1.15. 
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